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"M
indw

are" (the term
) is just a convenient label for that unruly rag-bag of stuff 

w
e intuitively count as m

ental. B
eliefs, hopes, fears, thoughts, reasoning, im

agery, 
feelings-the 

list is long and the puzzle is deep. T
he puzzle is, just w

hat is all this 
stuff w

ith w
hich w

e populate our m
inds? W

hat are beliefs, thoughts, and reasons, 
and how

 do they take their place am
ong the other things that m

ake up the natural 
w

orld? 
M

indw
are (the book) is w

ritten w
ith these three aim

s in (of course) m
ind: T

o 
introduce som

e of the research program
s that are trying (successfully, I believe) to 

locate the place of m
indfulness in nature. T

o do so briefly, by sketching the m
ajor 

elem
ents of key research program

s, and then prom
pting the reader to accessible 

original sources for the full flesh and fire. A
nd, above all, to do so challengingly, by 

devoting the bulk of the treatm
ent to short, substantive critical discussions that try 

to touch som
e deep and tender nerves and that reach out to include front-line re- 

search in both cognitive science and philosophy. 
T

he idea, in short, is to provide just enough of a sketch of the central research 
program

s to then initiate and pursue a w
ide range of critical discussions of the con- 

ceptual terrain. T
hese discussions do not pretend to be unbiased, exhaustive, or 

even to cover all the ground of a standard introductory text (although the m
ater- 

ial in the tw
o appendices goes a little w

ay tow
ard filling in som

e gaps). Instead, the 
goal is to highlight challenging or problem

atic issues in a w
ay likely to engage the 

reader in active debate. E
ach chapter opens w

ith a brief sketch of a research tradi- 
tion or perspective, follow

ed by short critical discussions of several key issues. A
r- 

eas covered include artificial intelligence (A
.I.), connectionism

, neuroscience, ro- 
botics, dynam

ics, and artificial life, w
hile discussion ranges across both standard 

philosophical territory (levels of description, types of explanation, m
ental causa- 

tion, the nature and the status of folk psychology) and the just-visible conceptual 
landscape of cutting edge cognitive science (em

ergence, the interplay betw
een per- 

ception, cognition, and action, the relation betw
een life and m

ind, m
ind as an in- 

viii 

Preface 
ix 

trinsically em
bodied and environm

entally em
bedded phenom

ena). If these term
s 

seem
 alien and em

pty, don't w
orry. T

hey are just placeholders for the discussions 
to com

e. 
T

he text has, deliberately, a rather strong narrative structure. I am
 telling a 

story about the last three or four decades of research into the nature of m
ind. It is 

a story told from
 a specific perspective, that of a philosopher, actively engaged in 

w
ork and conversation w

ith cognitive scientists, and especially engaged w
ith w

ork 
in artificial neural netw

orks, cognitive neuroscience, robotics, and em
bodied, sit- 

uated cognition. T
he narrative reflects these engagem

ents and is thus dense w
here 

m
any are skim

py and (at tim
es) skim

py w
here others are dense. I em

brace this 
consequence, because I hope that m

y peculiar com
bination of interests affords a 

useful and perhaps less frequently encountered route into m
any of the central top- 

ics and discussions. I hope that the text w
ill be useful in both basic and m

ore ad- 
vanced level courses both in philosophy of m

ind and in the various cognitive 
sciences. 

T
he project is clearly am

bitious, taking the reader all the w
ay from

 the first 
w

aves of artificial intelligence through to contem
porary neuroscience, robotics, and 

the coadaptive dance of m
ind, culture, and technology. In pushing an introduc- 

tory text to these outer lim
its, I am

 betting on one thing: that a good w
ay to in- 

troduce people to a living discussion is to m
ake them

 a part of it and not hide the 
dirty laundry. T

here is m
uch that is unclear, m

uch that is ill understood, and m
uch 

that w
ill, no doubt, soon prove to be m

istaken. T
here are places w

here it is not yet 
clear 

w
hat 

the 
right 

questions are, let 
alone the 

answ
ers. 

B
ut 

the 
goal 

is 
w

orthy-a 
better understanding of ourselves and of the place of hum

an thought 
in the natural order. T

he m
odest hope is just to engage the new

 reader in an on- 
going quest and to m

ake her part of this frustrating, fascinating, m
ultivoiced con- 

versation. 
A

 w
ord of caution in closing. Philosophy of cognitive science has som

ething 
of the flavor of a random

 w
alk on a rubber landscape. N

o one know
s quite w

here 
they are going, and every step anyone takes threatens to change the w

hole of the 
surrounding scenery. T

here is, shall w
e say, flux. So if you find these topics inter- 

esting, do, do check out the current editions of the journals, and visit som
e w

eb 
sites.' Y

ou'll be am
azed how

 things change. 

A
ndy C

lark 
St. Louis 

'Sites change rapidly, so it is unw
ise to give lists. A

 better bet is to search using key w
ords such as phi- 

losophy, cognitive science, and connectionism
. O

r ask your tutor for his or her favorite sites. U
seful 

journals include M
inds and M

achines, C
ognitive Science, B

ehavioral and B
rain Sciences (hard), M

ind and 
Language (rather philosophical), Philosophical Psychology, C

onnection Science (technical], and Journal 
of C

onsciousness Studies. A
lso m

ainstream
 philosophy journals such as M

ind, Journal ofP
hilosophy, and 

Synthese. T
he journal T

rends in C
ognitive Sciences is a particularly u

sefu
l source of user-friendly review

 
articles, albeit one in w

hich explicitly philosophical treatm
ents are the exception rather than the rule. 
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T
his book grew

 out of a variety of undergraduate classes taught in both E
ngland 

and the U
nited States. In E

ngland, I am
 indebted to students and colleagues in phi- 

losophy and in the school of C
ognitive and C

om
puting Sciences, at the U

niversity 
of Sussex. In the U

nited States, I am
 indebted to students and colleagues in Phi- 

losophy, in the Philosophy/NeurosciencelPsychology program
, and in the H

ew
lett 

freshm
an M

indlB
rain program

, all at W
ashington U

niversity in St. L
O

U
IS Various 

friends, colleagues, and m
entors, both at these institutions and elsew

here, deserve 
very special thanks. T

heir view
s and criticism

s have helped shape everything in this 
book (though, as is custom

ary, they are not to be blam
ed for the faults and lapses). 

I am
 thinking of (in no particular order) D

aniel D
ennett, Paul and Pat C

hurch- 
land, M

argaret B
oden, B

rian C
antw

ell Sm
ith, T

im
 V

an G
elder, M

ichael M
orris, 

B
ill B

echtel, M
ichael W

heeler, D
avid C

halm
ers, R

ick G
rush, A

aron Slom
an, Susan 

H
urley, Peter C

arruthers, John H
augeland, Jesse Prinz, R

on C
hrisley, B

rian K
ee- 

ley, C
hris Peacocke, and M

artin D
avies. I ow

e a special debt to friends and col- 
leagues w

orking in neuroscience, robotics, psychology, artificial life, cognitive an- 
thropology, e

c
o
n
o
m

ic
s, and beyond, especially D

avid V
an E

ssen, C
harles A

nderson, 
D

ouglass N
orth, Ed H

utchins, R
andy B

eer, B
arbara W

ebb, L
ynn A

ndrea Stein, 
M

aja M
ataric, M

elanie M
itchell, D

avid C
liff, C

hris T
hornton, E

sther T
helen, Julie 

R
utkow

ski, and L
inda Sm

ith. 
M

ost of the present text is new
, but a few

 chapters draw
 on m

aterial from
 pub- 

lished articles: 

C
hapter 4, Section 4.2 (c), incorporates som

e m
aterial from

 "T
he w

orld, the flesh 
and the artificial neural netw

ork"-to 
appear in J. C

am
pbell and G

. O
liveri 

(eds.), Language, M
ind and M

achines (O
xford, E

ngland: O
xford U

niversity 
Press). 

C
hapter 5, Section 5.1 and C

hapter 8, Section 8.1, include m
aterial from

 W
e

r
e

 
brain, body and w

orld collide." D
aedalus, 127(2), 257-280, 

1998. 

A
cknow

ledgm
ents 

xi 

C
hapter 6, Section 6.1, draw

s on m
y entry "E

m
bodied, situated and distributed 

cognition." In W
. B

echtel and G
. G

raham
 (eds.), A

 C
om

panion to C
ognitive 

Science (O
xford, E

ngland: B
lackw

ell, 1998). 

C
hapter 7, Section 7.1, reproduces case studies originally presented in tw

o papers: 
"The dynam

ical challenge." C
ognitive Science 21(4), 451481,1997, and "T

im
e 

and m
ind," Journal of Philosophy 95(7), 354-376, 1998. 

C
hapter 8 includes som

e m
aterial from

 "M
agicw

ords: H
ow

 language augm
ents 

hum
an com

putation." In P. C
arruthers and J. B

oucher (eds.), Language and 
Thought (C

am
bridge, E

ngland: C
am

bridge U
niversity Press, 1998). 

Sincere thanks to the editors and publishers for perm
ission to use this m

aterial 
here. Sources of figures are credited in the legends. 

T
hanks to B

eth Stufflebeam
, T

am
ara C

asanova, K
atherine M

cC
abe, and K

im
- 

berly M
ount for invaluable help in preparing the m

anuscript. A
nd to L

olo, the cat, 
for sitting on it during all stages of production. 

T
hanks also to G

eorge G
raham

 and a bevy of anonym
ous referees, w

hose com
- 

m
ents and suggestions have m

ade an enorm
ous difference to the finished product. 

A
nd finally, essentially, but so very inadequately, thanks beyond m

easure to 
m

y w
ife and colleague, Josefa T

oribio, and to m
y parents, C

hristine and Jam
es 

C
lark. A

s alw
ays, your love and support m

eant the w
orld. 
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E
ach chapter en

d
s w

ith
 specific suggestions fo

r fu
rth

er reading. B
u

t it is also w
o

rth
 

highlighting a n
u

m
b

er of basic resources and collections: 

B
echtel, W

., and G
raham

, G
. (1998). A

 C
om

panion to C
ognitive Science. O

xford, E
ngland: 

B
lackw

ell. (E
ncyclopedia-style entries on all the im

portant topics, w
ith a useful his- 

torical introduction by B
echtel, A

braham
sen, and G

raham
.) 

B
oden, M

.
 (1990). The P

hilosophy of Artificzal Intelligence. O
xford, E

ngland: O
xford U

ni- 
verslty Press. (Sem

inal papers by T
uring, Searle, N

ew
ell and Sim

on, and M
arr, w

ith 
som

e new
er contributions by D

ennett, D
reyfus and D

rejh
s, P.M

. C
hurchland, and 

others.) 
B

oden, h4. (1996). The Philosophy ofA
rtificia1 Life. O

xford, E
ngland: O

xford U
niversity 

Press. (N
ice introductory essay by L

angton, and a useful w
indow

 on som
e early de- 

bates in this area.) 
H

augeland, r. (1997). M
ind D

esign 11. C
am

bridge, M
A

: M
IT

 Press. (Fantastic collection, 
including a fine introduction by H

augeland; sem
inal papers by T

uring, D
ennett, 

N
avell and Sim

on, M
insky, D

reyfus, and Searle; a com
prehensive introduction to 

connectionism
 in papers by R

um
elhart, Sm

olensky, C
hurchland, R

osenberg, and 
C

lark, sem
inal critiques by Fodor and Pylyshyn, R

am
se); Stich, and G

aron; and a 
hint of new

 frontiers from
 B

rooks and V
an G

elder. Q
uite indispensable.) 

L
ycan, W

. (1990). M
ind and C

ognition: A
 Reader. C

am
bridge, M

A
: B

lackw
ell. (G

reat 
value-a 

large and w
ell-chosen collection concentrating on the earlier debates over 

functionalism
, instrum

entalism
, elim

inativism
, and the language of thought, w

ith a 
useful section on c

o
n

sc
io

u
sn

e
ss and qualia.) 

hlacD
onald, C

., and M
acD

onald, G
. (1995). C

onnectionism
. D

ebates on P
sycholog~cal Ex- 

planation. O
xford, E

ngland: B
lackw

ell. (A
 com

prehensive sam
pling of the debates 

betw
een connectionism

 and classicism
, w

ith contributions by Sm
olensky, Fodor and 

Pylyshyn (and rephes by each), R
am

sey et a]., Stich and W
arfield, and m

any others.) 

T
w

o
 recent textbooks have co

n
ten

ts th
at nicely co

m
p

lem
en

t th
e present, cognitive 

scientifically o
rien

ted
, perspective: 

R
esources 

xiii 

B
raddon-M

itchel, D
., and Jackson, F. (1 996). P

hilosophy of M
ind and C

ognition. O
xford, 

E
ngland: B

lackw
ell. (E

xcellent introductory text covering the m
ore traditionally 

philosophical territory of identity theory, functionalism
, and debates about content. 

K
im

, J. (1996). P
hilosophy of M

ind. B
oulder, C

O
: W

estview
. (A

 truly excellent text, cover- 
ing behaviorism

, identity theory, m
achine functionalism

, and debates about con- 
sciousness and content.) 
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(N

o
t) Like a Rock 

H
ere's how

 January 21, 2000 panned o
u

t fo
r three different elem

ents o
f the nat- 

ural order. 

E
lem

ent I: A
 Rock 

H
ere is a day in

 the life o
f a sm

all, gray-w
hite rock nestling am

idst the ivy in
 m

y 
S

t. Louis backyard. It stayed put. S
om

e things happened to
 it: there w

as rain, and 
it becam

e w
et and shiny; there w

as w
ind, and it w

as subtly eroded; m
y cat chased 

a squirrel nearby, and this m
ade the rock sw

ay. T
hat's about it, really. There is n

o
 

reason to
 believe the rock had any thoughts, o

r that any o
f this felt like anything to

 
the rock. S

tuff happened, b
u

t that w
as all. 

E
lem

ent 2: A
 C

at 

Lolo, m
y cat, had a rather different kind o

f day. A
bout 80%

 o
f it w

as spent, as usual, 
asleep. B

ut there w
ere forays into the w

aking, w
ider w

orld. A
round 7 A.M

. 
som

e in- 
ner stirring led Lolo to

 exit the house, m
aking straight for the catflap from

 the w
arm

 
perch o

f the living room
 sofa. O

utside, bodily functions doubtless dom
inated, at 

least at first. Later, follow
ing a brief trip back inside (unerringly routed via the cat- 

flap and the food tray), squirrels w
ere chased and dangers avoided. O

ther cats w
ere 

dealt w
ith in

 w
ays appropriate to

 their rank, station, g
~

rth
, and m

eanness. There w
as 

a great deal o
f further sleep~ng. 

E
lem

ent 3: M
yself 

M
y day w

as (I think) rather m
ore like Lolo's than like the rock's. W

e both (Lolo and 
I) pursued food and w

arm
th. B

ut m
y day included, I suspect, rather m

ore outright 1 
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contem
plotion. The kind of spiraling m

eta-contem
plation, in fact, that has som

etim
es 

gotten philosophy a bad nam
e. M

artin
 A

m
is captured the spirit w

ell: 

I experienced thrilling self-pity. "W
hat w

ill that m
ind of your get up to next?" I said, 

recognizing the self-congratulat~on behind this thought and the self-congratulation 
behind that recognition, and the self-congratulation behind recogn~zing that recog- 
nition. 

Steady on. (M
artin A

m
is, The R

achel Papers, p. 96) 

I certainly did som
e of that. I had thoughts, even "trains of thought" (reason- 

able sequences of thinkings such as "It's 1 P.M
. T

im
e to eat. W

hat's in the fridge?" 
and so on). B

ut there w
ere also thoughts about thoughts, as I sat back and observed 

m
y ow

n trains of thought, alert for colorful exam
ples to im

port into this text. 

W
hat, then, distinguishes cat from

 rock, and (perhaps) person from
 cat? W

hat 
are the m

echanism
s that m

ake thought and feeling possible? A
nd w

hat further tricks 
or artifices give m

y ow
n kind of m

indfulness its peculiar self-aw
are tinge? S

uch 
questions seem

 to focus attention o
n

 three different types of phenom
ena: 

1. T
he feelings that characterize daily experience (hunger, sadness, desire, and so 

o
n

) 
2. T

he flow
 of thoughts and reasons 

3. T
he m

eta-flow
 of thoughts about thoughts (and thoughts about feelings), of re- 

flection o
n

 reasons, and so on. 

M
ost of the research program

s covered in this text have concentrated o
n

 the 
m

iddle option. T
hey have tried to explain how

 m
y thought that it is 1 P.M

. could 
lead to m

y thought about lunch, and how
 it could cause m

y subsequent lunch- 
seeking actions. A

ll three types of phenom
ena are, how

ever, the subject of w
hat 

philosophers call "m
entalistic discourse." A

 typical exam
ple of m

entalistic discourse 
is the appeal to beliefs (and desires) to explain actions. T

he m
ore technical phrase 

"propositional attitude psychology" highlights the standard shape of such expla- 
nations: such explanations pair m

ental attitudes (believing, hoping, fearing, etc.) 
w

ith specific propositions ("that it is raining," "that the coffee is in the kitchen," 
"that the squirrel is up the tree," etc.) so as to explain intelligent action. T

hus in a 
sentence such as "Pepa hopes that the w

ine is chilled," the that-construction in- 
troduces a proposition ("the w

ine is chilled") tow
ard w

hich the agent is supposed 
to

 exhibit som
e attitude (in this case, hoping). O

ther attitudes (such as believing, 
desiring, fearing, and so on) m

ay, of course, be taken to the sam
e proposition. O

ur 
everyday understandings of each other's behavior involve hefty doses of proposi- 
tional attitude ascription: for exam

ple, I m
ay explain ~

ep
a's reluctance to open the 

w
ine by saying "Pepa believes that the w

ine is not yet chitled and desires that it re- 
m

ain in the fridge for a few
 m

ore m
inutes." 

Introduction 
3 

Such w
ays of speaking (and thinking) pay huge dividends. T

hey support a sur- 
prising degree of predictive success, and are the com

m
on currency of m

any of our 
social and practical projects. In this vein, the philosopher Jerry F

odor suggests that 
com

m
onsense psychology is ubiquitous, alm

ost invisible (because it w
orks so w

ell), 
and practically indispensable. F

or exam
ple, it enables us to m

ake precise plans on 
the basis of som

eone's 2-m
onth-old statem

ent that they w
ill arrive o

n
 flight 594 

on Friday, N
ovem

ber 20, 1999. Such plans often w
ork out-a 

truly am
azing fact 

given the num
ber of physical variables involved. T

hey w
ork out (w

hen they do) 
because the statem

ent reflects an intention (to arrive that day, o
n

 that flight) that 
is som

ehow
 an active shaper of m

y behavior. I desire that I should arrive o
n

 tim
e. 

Y
ou know

 that I so desire. 4
n

d
 o

n
 that basis, w

ith a little cooperation from
 the 

w
orld at large, m

iracles of coordination can occur. O
r as Fodor m

ore colorfully 
puts it: 

If you w
ant to know

 w
here m

y physical body w
ill be next T

hursday, m
echanics-our 

best science of m
iddle-sized objects after all, and reputed to be pretty good in its field- 

is no use to you at all. Far the best w
ay to find out (usually in practice, the only w

ay to 
fm

d out) is: ask m
e! (Fodor, 1987, p. 6, original em

phasis) 

C
om

m
onsense psychology thus w

orks, and w
ith a vengeance. B

ut w
hy? W

hy 
is it that treating each other as having beliefs, hopes, intentions, and the like allow

s 
us successfully to explain, predict, and understand so m

uch daily behavior? B
eliefs, 

desires, and so on are, after all, invisible. W
e see (w

hat w
e take to be) their effects. 

B
ut no one has ever actually seen a belief. Such things are (currently? perm

anently?] 
unobservable. C

om
m

onsense psychology posits these unobservables, and looks to 
be com

m
itted to a body of law

-like relations involving them
. For exam

ple, w
e ex- 

plain Fred's jum
ping up and dow

n by saying that he is happy because his sister 
just w

on the N
obel Prize. B

ehind this explanation lurks an im
plicit belief in a law

- 
like regularity, viz. "if som

eone desires x and x occurs, then (all other things be- 
ing equal) they feel happy." A

ll this m
akes com

m
onsense psychology look like a 

theory about the invisible, but causally potent, roots of intelligent behavior. W
hat, 

then, can be m
aking the theory true (assum

ing that it is)? W
hat is a belief (or a 

hope, o
r a fear) such that it can cause a hum

an being (or perhaps a cat, dog, etc.) 
to act in an appropriate w

ay? 
O

nce upon a tim
e, perhaps, it w

ould have been reasonable to respond to the 
challenge by citing a special kind of spirit-substance: the im

m
aterial but causally 

em
pow

ered seat of the m
ental [for som

e critical discussion, see C
hurchland (1984), 

pp. 7-22, 
and A

ppendix I of the present text]. O
ur concerns, how

ever, lie squarely 
w

ith attem
pts that posit nothing extra-nothing 

beyond the properties and orga- 
nization of the m

aterial brain, body, and w
orld. T

he goal is a fully m
aterialistic 

story in w
hich m

indw
are em

erges as nothing but the playing out of ordinary phys- 
ical states and processes in the fam

iliar physical w
orld. Insofar as the m

ental is in 
any w

ay special, according to these view
s, it is special because it depends o

n
 som

e 
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particular and unusual w
ays in w

hich ordinary physical stuff can be built, arranged, 
and organized. 

V
iew

s of this latter kind are broadly speaking m
onistic: that is to say, they posit 

only one basic kind of stuff (the m
aterial stuff) and attem

pt to explain the dis- 
tinctive properties of m

ental phenom
ena in term

s that are continuous w
ith, or at 

least appropriately grounded in, our best understanding of the w
orkings of the 

nonm
ental universe. A

 com
m

on, but still inform
ative, com

parison is w
ith the once- 

lively (sic) debate betw
een vitalists and nonvitalists. T

he vitalist held that living 
things w

ere quite fundam
entally different from

 the rest of inanim
ate nature, cour- 

tesy of a special extra force or ingredient (the "vital spark"), that w
as m

issing else- 
w

here. T
his is itself a kind of dualism

. T
he dem

onstration of the fundam
ental unity 

of organic and inorganic chem
istry (and the absence, in that fundam

ent, of any- 
thing resem

bling a vital spark) w
as thus a victory-as 

far as w
e can tell-for 

a kind 
of m

onism
. T

he anim
ate w

orld, it seem
s, is the result of nothing but the fancy com

- 
bination of the sam

e kinds of ingredients and forces responsible for inanim
ate na- 

ture. A
s it w

as w
ith the anim

ate, so m
aterialists (w

hich is to say, nearly all those 
w

orking in contem
porary cognitive science, the present author included) believe 

it m
ust be w

ith the m
ental. T

he m
ental w

orld, it is anticipated, m
ust prove to de- 

pend on nothing but the fancy com
bination and organization of ordinary physi- 

cal states and processes. 
N

otice, then, the problem
. T

he m
ental certainly seem

s special, unusual, and 
different. Indeed, as w

e saw
, it is special, unusual, and different: thoughts give w

ay 
to other thoughts and actions in a w

ay that respects reasons: the thought that the 
forecast w

as sun (to adapt the fam
ous but less upbeat exam

ple) causes m
e to ap- 

ply sunscreen, to don a Panam
a hat, and to think "just another day in paradise." 

A
nd there is a qualitative feel, a "som

ething it is like" to have a certain kind of 
m

ental life: I experience the stabbings of pain, the stirrings of desire, the variety of 
tastes, colors, and sounds. It is the burden of m

aterialism
 to som

ehow
 get to grips 

w
ith these various special features in a w

ay that is continuous w
ith, or appropri- 

ately grounded in, the w
ay w

e get to grips w
ith the rest of the physical w

orld-by 
som

e understanding of m
aterial structure, organization, and causal flow

. T
his is a 

tall order, indeed. B
ut, as Jerry Fodor is especially fond of pointing out, there is at 

least one good idea floating around-albeit 
one that targets just one of the tw

o 
special properties just m

entioned: reason-respecting flow
. 

T
he idea, in a supercom

pressed nutshell, is that the pow
er of a thought (e.g., 

that the forecast is sun) to cause further thoughts and actions (to apply sunscreen, 
to think "another day in paradise") is fully explained by w

hat are broadly speak- 
ing structural properties of the system

 in w
hich the thought occurs. By a structural 

property I here m
ean sim

ply a physical or organizational property: som
ething 

w
hose nature is explicable w

ithout invoking the specific thought-content involved. 
A

n exam
ple w

ill help. C
onsider the w

ay a pocket calculator outputs the sum
 of tw

o 
num

bers given a sequence of button pushings that w
e interpret as inputting "2" 

l ntroduction 
5 

"+" "2." 
T

he calculator need not (and does not) understand anything about num
- 

bers for this trick to w
ork. It is sim

ply structured so that those button pushings 
w

ill typically lead to the output "4" as surely as a river w
ill typically find the path 

of least resistance dow
n a m

ountain. It is just that in the form
er case, but not the 

latter, there has been a process of design such that the physical stuff becam
e orga- 

nized so as its physical unfoldings w
ould reflect the arithm

etical constraints gov- 
erning sensible (arithm

etic-respecting) transitions in num
ber space. N

atural selec- 
tion and lifetim

e learning, to com
plete the (supercom

pressed) picture, are then 
im

agined to have sculpted our brains so that certain structure-based physical un- 
folding~

 respect the constraints on sensible sequences of thoughts and sensible 
thought-action transitions. R

ecognition of the predator thus causes running, hid- 
ing, and thoughts of escape, w

hereas recognition of the food causes eating, vigi- 
lance, and thoughts of w

here to find m
ore. O

ur w
hole reason-respecting m

ental 
life, so the story goes, is just the unfolding of w

hat is, at bottom
, a physical and 

structural story. M
indfulness is just m

atter, nicely orchestrated. 
(A

s to that other distinctive property, "qualitative feel," let's just say-and 
see 

A
ppendix 11-that 

it's a problem
. M

aybe that too is just a property of m
atter, nicely 

orchestrated. B
ut how

 the orchestration yields the property is in this case m
uch less 

clear, even in outline. So w
e'll be looking w

here the light is.) 
In the next eight chapters, I shall expand and pursue that sim

ple idea of m
ind- 

w
are (selected aspects!) as m

atter, nicely orchestrated. T
he chase begins w

ith a no- 
tion of m

ind as a kind of souped-up pocket calculator (m
ind as a fam

iliar kind of 
com

puter, but built out of m
eat rather than silicon). It proceeds to the vision of 

m
ind as dependent on the operation of a radically different kind of com

putational 
device (the kind know

n as artificial neural netw
orks). A

nd it culm
inates in the con- 

tem
porary (and contentious) research program

s that highlight the com
plex inter- 

actions am
ong brains, bodies, and environm

ental surroundings (w
ork on robot- 

ics, artificial life, dynam
ics, and situated cognition). 

T
he narrative is, let it be said, biased. It reflects m

y ow
n view

 of w
hat w

e have 
learned in the past 30 or 40 years of cognitive scientific research. W

hat w
e have 

learned, I suggest, is that there are m
any deeply different w

ays to put flesh onto 
that broad, m

aterialistic fram
ew

ork, and that som
e once-prom

ising incarnations 
face deep and unexpected difficulties. In particular, the sim

ple notion of the brain 
as a kind of sym

bol-crunching com
puter is probably too sim

ple, and too far re- 
m

oved from
 the neural and ecological realities of com

plex, tim
e-critical interac- 

tion that sculpted anim
al m

inds. T
he story I tell is thus a story of (a kind of) in- 

ner sym
bol flight. B

ut it is a story of progress, refinem
ent, and renew

al, not one of 
abandonm

ent and decay. T
he sciences of the m

ind are, in fact, in a state of rude 
health, of exuberant flux. T

im
e, then, to start the story, to seek the origins of m

ind 
in the w

hirr and buzz of w
ell-orchestrated m

atter. 



M
indw

are as Soft 

1.1 Sketches 

T
he com

puter scientist M
arvin M

insky once de- 
scribed the hum

an brain as a m
eat m

achine-no 
m

ore n
o

 less. It is, to be sure, an ugly phrase. B
ut 

it is also a striking im
age, a com

pact expression 
of both the genuine scientific excitem

ent and the 
rather gung-ho m

aterialism
 that tended to char- 

acterize the early years of cognitive scientific re- 
search. M

indw
are-our 

thoughts, feelings, hopes, 
fears, beliefs, and intellect-is 

cast as nothing but 
the operation of the biological brain, the m

eat m
a- 

chine in our head. T
his notion of the brain as a 

m
eat machine is interesting, for it im

m
ediately in- 

vites us to focus not so m
uch o

n
 the m

aterial (the m
eat) as on the m

achine: the 
w

ay the m
aterial is organized and the kinds of operation it supports. T

he sam
e m

a- 
chine (see B

ox 1.1) can, after all, often be m
ade of iron, or steel, or tungsten, or 

w
hatever. W

hat w
e confront is thus both a rejection of the idea of m

ind as im
- 

m
aterial spirit-stuff and an affirm

ation that m
ind is best studied from

 a kind of 
engineering perspective that reveals the nature of the m

achine that all that w
et, 

w
hite, gray, and sticky stuff happens to build. 

W
hat exactly is m

eant by casting the brain as a m
achine, albeit one m

ade out 
of m

eat? T
here exists a historical trend, to be sure, of trying to

 understand the 
w

orkings of the brain by analogy w
ith various currently fashionable technologies: 

the telegraph, the steam
 engine, and the telephone sw

itchboard are all said to have 
had their day in the sun. B

ut the "m
eat m

achine" phrase is intended, it should now
 

be clear, to d
o

 m
ore than hint at som

e rough analogy. For w
ith regard to the very 

special class of m
achines know

n as com
puters, the claim

 is that the brain (and, by 
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not unproblem
atic extension, the m

ind) actually is som
e such device. It is not that 

the brain is som
ehow

 like a com
puter: everything is like everything else in som

e 
respect o

r other. It is that neural tissues, synapses, cell assem
blies, and all the rest 

are just nature's rather w
et and sticky w

ay of building a hunk of honest-to-G
od 

com
puting m

achinery. M
indw

are, it is then claim
ed, is found "in" the brain in just 

the w
ay that softw

are is found "in" the com
puting system

 that is running it. 
T

he attractions of such a view
 can hardly be overstated. It m

akes the m
ental 

special w
ithout m

aking it ghostly. It m
akes the m

ental depend o
n

 the physical, but 
in a rather com

plex and (as w
e shall see) liberating w

ay. A
nd it provides a ready- 

m
ade answ

er to
 a profound puzzle: how

 to get sensible, reason-respecting behav- 
ior o

u
t of a hunk of physical m

atter. T
o flesh out this idea of nonm

ysterious 
reason-respecting behavior, w

e next review
 som

e crucial developm
ents1 in the his- 

tory (and prehistory) of artificial intelligence. 

'T
he next few

 paragraphs draw
 on N

ew
el1 and Sim

on's (1976) discussion of the developm
ent of the 

P
hysical Sym

bol H
ypothesis (see C

hapter 2 follow
ing), on

 John H
augeland's (1981a), and on G

lym
our, 

Ford, and H
ayes' (1995). 

M
eat M

achines 
9 

O
ne key developm

ent w
as the appreciation of the pow

er and scope of form
al 

logics. A
 decent historical account of this developm

ent w
ould take us too far afield, 

touching perhaps on the pioneering efforts in the seventeenth century by Pascal 
and L

eibniz, as w
ell as o

n
 the tw

entieth-century contributions of B
oole, Frege, R

us- 
sell, W

hitehead, and others. A
 useful historical account can be found in G

lym
our, 

Ford, and H
ayes (1995). T

he idea that shines through the history, how
ever, is the 

idea of finding and describing "law
s of reasonn-an 

idea w
hose clearest expression 

em
erged first in the arena of form

al logics. Form
al logics are system

s com
prising 

sets of sym
bols, w

ays of joining the sym
bols so as to express com

plex propositions, 
and rules specifying how

 to legally derive new
 sym

bol com
plexes from

 old ones. 
T

he beauty of form
al logics is that the steadfast application of the rules guarantees 

that you w
ill never legally infer a false conclusion from

 true prem
ises, even if you 

have no idea w
hat, if anything, the strings of sym

bols actually m
ean. Just follow

 
the rules and truth w

ill be preserved. T
he situation is thus a little (just a little) lie

 
a person, incom

petent in practical m
atters, w

ho is nonetheless able to successfully 
build a cabinet or bookshelf by follow

ing w
ritten instructions for the m

anipula- 
tion of a set of preprovided pieces. Such building behavior can look as if it is rooted 
in a deep appreciation of the principles and law

s of w
oodw

orking: but in fact, the 
person is just blindly m

aking the m
oves allow

ed or dictated by the instruction set. 
F

orm
al logics show

 us how
 to preserve at least one kind of sem

antic (m
ean- 

ing-involving: see B
ox 1.2) property w

ithout relying on anyone's actually appreci- 
ating the m

eanings (if any) of the sym
bol strings involved. T

he seem
ingly ghostly 

and ephem
eral w

orld of m
eanings and logical im

plications is respected, and in a 
certain sense recreated, in a realm

 w
hose operating procedures do not rely o

n
 m

ean- 
ings at all! It is recreated as a realm

 of m
arks or "tokens," recognized by their phys- 

ical ("syntactic") characteristics alone and m
anipulated according to rules that re- 

fer only to those physical characteristics (characteristics such as the shape of the 
sym

bol-see 
B

ox 1.2). A
s N

ew
ell and Sim

on com
m

ent: 

Logic . . . w
as a gam

e played w
ith m

eaningless tokens according to certain purely syn- 
tactic rules. Thus progress w

as first m
ade by w

alking aw
ay from

 all that seem
ed rele- 

vant to m
eaning and hum

an sym
bols. (N

ew
ell and Sim

on, 1976, p. 43) 

O
r, to put it in the m

ore fam
ous w

ords of the philosopher John H
augeland: 

If you take care of the syntax, the sem
antics w

ill take care of itself: (H
augeland, 198la, 

p. 23, original em
phasis) 

T
his shift from

 m
eaning to form

 (from
 sem

antics to syntax if you w
ill) also 

begins to suggest an attractive liberalism
 concerning actual physical structure. For 

w
hat m

atters, as far as the identity of these form
al system

s is concerned, is not, 
e.g., the precise shape of the sym

bol for "and." T
he shape could be "A

N
D

 or "and" 
or "&

" or "A" 
or w

hatever. A
ll that m

atters is that the shape is used consistently 
and that the rules are set up so as to specify how

 to treat strings of sym
bols joined 

by that shape: to allow
, for exam

ple, the derivation of "A
" from

 the string "A
 and 
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8." L
ogics are thus first-rate exam

ples of form
al system

s in the sense of H
augeland 

(1981a, 1997). T
hey are system

s w
hose essence lies not in the precise physical de- 

tails but in the w
eb of legal m

oves and transitions. 
M

ost gam
es, H

augeland notes, are form
al system

s in exactly this sense. Y
ou 

can play chess on a board of w
ood or m

arble, using pieces shaped like anim
als, 

m
ovie stars, or the crew

 of the star ship E
nterprise. Y

ou could even, H
augeland 

suggests, play chess using helicopters as pieces and a grid of helipads on top of tau 
buildings as the board. A

ll that m
atters is again the w

eb of legal m
oves and the 

physical distinguishability of the tokens. 
T

hinking about form
al system

s thus liberates us in tw
o very pow

erful w
ays at 

a single stroke. Sem
antic relations (such as truth preservation: if "A

 and B" is true, 
"A

" is true) are seen to be respected in virtue of procedures that m
ake no intrin- 

sic reference to m
eanings. A

nd the specific physical details of any such system
 are 

seen to be unim
portant, since w

hat m
atters is the golden w

eb of m
oves and tran- 

sitions. Sem
antics is thus m

ade unm
ysterious w

ithout m
aking it brute physical. 

W
h

o
 says you can't have your cake and eat it? 

T
he next big developm

ent w
as the form

alization (T
uring, 1936) of the notion 

of com
putation itself. T

uring's w
ork, w

hich predates the developm
ent of the dig- 

M
e

a
t M

achines 
11 

ital com
puter, introduced the foundational notion of (w

hat has since com
e to be 

know
n as) the T

uring m
achine. T

his is an im
aginary device consisting of an infi- 

nite tape, a sim
ple processor (a "finite state m

achine"), and a readlw
rite head. T

he 
tape acts as data store, using som

e f
~

e
d

 
set of sym

bols. T
he readlw

rite head can 
read a sym

bol off the tape, m
ove itself one square backw

ard or forw
ard on the tape, 

and w
rite onto the tape. T

he finite state m
achine (a kind of central processor) has 

enough m
em

ory to recall w
hat sym

bol w
as just read and w

hat state it (the finite 
state m

achine) w
as in. T

hese tw
o facts together determ

ine the next action, w
hich 

is carried out by the readlw
rite head, and determ

ine also the next state of the fi- 
nite state m

achine. W
hat T

uring show
ed w

as that som
e such device, perform

ing a 
sequence of sim

ple com
putations governed by the sym

bols o
n

 the tape, could com
- 

pute the answ
er to any sufficiently w

ell-specified problem
 (see B

ox 1.3). 
W

e thus confront a quite m
arvelous confluence of ideas. T

uring's w
ork clearly 

suggested the notion of a physical m
achine w

hose syntax-follow
ing properties 

w
ould enable it to solve any w

ell-specified problem
. Set alongside the earlier w

ork 
on logics and form

al system
s, this am

ounted to nothing less than 

. . . the em
ergence of a new

 level of analysis, independent of physics yet m
echanistic 

in spirit . . . a science of structure and function'divorced from
 m

aterial substance. 
(Pylyshyn, 1986, p. 68) 

T
hus w

as classical cognitive science conceived. T
he vision finally becam

e flesh, 
how

ever, only because of a third (and final) innovation: the actual construction of 
general purpose electronic com

puting m
achinery and the developm

ent of flexible, 
high-level program

m
ing techniques. T

he bedrock m
achinery (the digital com

puter) 
w

as designed by John von N
eum

ann in the 1940s and w
ith its advent all the pieces 

seem
ed to fall finally into place. F

or it w
as now

 clear that once realized in the phys- 
ical m

edium
 of an electronic com

puter, a form
al system

 could run on its ow
n, w

ith- 
out a hum

an being sitting there deciding how
 and w

hen to apply the rules to ini- 
tiate the legal transform

ations. T
he w

ell-program
m

ed electronic com
puter, as John 

H
augeland nicely points out, is really just an autom

atic ("self-m
oving") form

al sys- 
tem

: It is like a chess set that sits there and plays chess by itself, w
ithout any intervention 

from
 the players, or an autom

atic form
al system

 that w
rites out its ow

n proofs and 
theorem

s w
ithout any help from

 the m
athem

atician. (H
augeland, 1981a, p. 10; also 

H
augeland, 1997, pp. 11-12) 

O
f course, the m

achine needs a program
. A

nd program
s w

ere, in those days (but 
see C

hapter 4), w
ritten by good old-fashioned hum

an beings. B
ut once the pro- 

gram
 w

as in place, and the pow
er on, the m

achine took care of the rest. T
he tran- 

sitions betw
een legal syntactic states (states that also, under interpretation, m

eant 
som

ething) no longer required a hum
an operator. T

he physical w
orld suddenly in- 

cluded clear, nonevolved, nonorganic exam
ples of w

hat D
aniel D

ennett w
ould later 

dub "syntactic engines"-quasiautonom
ous 

system
s w

hose sheer physical m
ake- 
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M
eat M

achines 
'3 

up ensured (under interpretation) som
e kind of ongoing reason-respecting be- 

havior. N
o w

onder the early researchers w
ere jubilant! K

ew
ell and Sim

on nicely 
capture the m

ood: 

It is not m
y

 aim
 to

 surprise o
r shock you. . . . B

ut th
e sim

plest w
ay I can

 sum
m

arize 
is to say that there are now

 in the w
orld m

achines th
at think, th

at learn an
d

 that cre- 
ate. M

oreover, their ability to
 d

o
 these things is going to

 increase rapidly until-in 
a 

visible future-the 
range o

f problem
s they can

 handle w
ill be co-extensive w

ith the 
range to

 w
hich th

e h
u

m
an

 m
in

d
 has been applied. (N

ew
el1 an

d
 S

im
on, 1958, p. 6, 

q
u

o
ted

 in
 D

reyfus an
d

 D
reyfus, 1990, p. 312) 

T
his jubilant m

ood deepened as advanced program
m

ing techniques2 brought 
forth im

pressive problem
-solving displays, w

hile the broader theoretical and philo- 
sophical im

plications (see B
ox 1.4) of these early successes could hardly have been 

m
ore striking. T

he once-m
ysterious realm

 of m
indw

are (represented, adm
ittedly, 

by just tw
o of its m

any denizens: truth preservation and abstract problem
 solving:) 

looked ripe for conquest and understanding. M
ind w

as not ghostly stuff, but the 
operation of a form

al, com
putational system

 im
plem

ented in the m
eatw

are of the 
brain. Such is the heart of the m

atter. M
indw

are, it w
as claim

ed, is to the neural m
eat 

m
achine as softw

are is to the com
puter. T

he brain m
ay be the standard (local, 

earthly, biological) im
plem

entation-but 
cognition is a program

-level thing. M
ind 

'For 
exam

ple, list-processing languages, as pioneered in N
ew

el1 and Sim
on's L

ogic T
heorist program

 
in 1956 and perfected in M

cC
arthy's LISP around 1960, encouraged the use of m

ore com
plex "recur- 

sive program
m

ing" strategies in w
hich sym

bols point to data structures that contain sym
bols pointing 

to further data structures and so on. T
hey also m

ade full use of the fact that the sam
e electronic m

em
- 

ory could store both program
 and data, a feature that allow

ed program
s to be m

odified and operated 
on in the sam

e w
ays as data. LISP even boasted a universal function, E

V
A

L
, that m

ade it as pow
erful, 

m
odulo finite m

em
ory lim

itations, as a U
niversal T

uring M
achine. 
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is thus ghostly enough to float fairly free of the gory neuroscientific details. B
ut it 

is not so ghostly as to escape the nets of m
ore abstract (form

al, com
putational) 

scientific investigation. T
his is an appealing story. B

ut is it correct? L
et's w

orry. 

1.2 D
iscussion 

(A
 brief note of reassurance: m

any of the topics treated below
 recur again and again 

in subsequent chapters. A
t this point, w

e lack m
uch of the detailed background 

needed to really do them
 justice. B

ut it is tim
e to test the w

aters.) 

A
. 

W
H

Y
 T

R
E

A
T

 T
H

O
U

G
H

T
 A

S C
O

M
PU

T
A

T
IO

N
? 

W
hy treat thought as com

putation? T
he principal reason (apart from

 the fact that 
it seem

s to w
ork!) is that thinkers are physical devices w

hose behavior patterns are 
reason respecting. T

hinkers act in w
ays that are usefully understood as sensitively 

guided by reasons, ideas, and beliefs. E
lectronic com

puting devices show
 us one 

w
ay in w

hich this strange "dual profile" 
(of physical substance and reason- 

respecting behavior) can actually com
e about. 

T
he notion of reason-respecting behavior, how

ever, bears im
m

ediate am
plifi- 

cation. A
 nice exam

ple of this kind ofbehavior is given by Z
enon Pylyshyn. Pylyshyn 

(1986) describes the case of the pedestrian w
ho w

itnesses a car crash, runs to a tele- 
phone, and punches out 91 1. W

e could, as Pylyshyn notes, try to explain this be- 
havior by telling a purely physical story (m

aybe involving specific neurons, or even 
quantum

 events, w
hatever). B

ut such a story, Pylyshyn argues, w
ill not help us un- 

derstand the behavior in its reason-guided aspects. For exam
ple, suppose w

e ask: 
w

hat w
ould happen if the phone w

as dead, or if it w
as a dial phone instead of a 

touch-tone phone, or if the accident occurred in E
ngland instead of the U

nited 
States? T

he neural story underlying the behavioral response w
ill differ w

idely if the 
agent dials 999 (the em

ergency code in E
ngland) and not 91 1, or m

ust run to find 
a w

orking phone. Y
et com

m
on sense psychological talk m

akes sense of all these 
options at a stroke by depicting the agent as seeing a crash and w

anting to get help. 
W

hat w
e need, Pylyshyn pow

erfully suggests, is a scientific story that rem
ains in 

touch w
ith this m

ore abstract and reason-involving characterization. A
nd the sim

- 
plest w

ay to provide one is to im
agine that the agent's brain contains states ("syrn- 

bols") that represent the event as a car crash and that the com
putational state- 

transitions occurring inside the system
 (realized as physical events in the brain) 

then lead to new
 sets of states (m

ore sym
bols) w

hose proper interpretation is, e.g., 
"seek help," "find a telephone," and so on. T

he interpretations thus glue inner 
states to sensible real-w

orld behaviors. C
ognizers, it is claim

ed, "instantiate . . . rep- 
resentation physically as cognitive codes and . . . their behavior is a causal conse- 
quence of operations carried out on those codes" (Pylyshyn, 1986, p. xiii). 

T
he sam

e argum
ent can be found in, e.g., Fodor (1987), couched as a point 

about content-determ
ined transitions in trains of thought, as w

hen the thought "it 
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is raining" leads to the thought "let's go indoors." T
his, for Fodor (but see C

hap- 
ters 4 onw

ard), is the essence of hum
an rationality. H

ow
 is such rationality m

e- 
chanically possible? A

 good em
pirical hypothesis, Fodor suggests, is that there are 

neural sym
bols (inner states apt for interpretation) that m

ean, e.g., "it is raining" 
and w

hose physical properties lead in context to the generation of other sym
bols 

that m
ean "let's go indoors." If that is how

 the brain w
orks then the brain is in- 

deed a com
puter in exactly the sense displayed earlier. A

nd if such w
ere the case, 

then the m
ystery concerning reason-guided (content-determ

ined) transitions in 
thought is resolved: 

If the m
ind is a sort of com

puter, we begin to see how
 . . . there could be non- 

arbitrary content-relations am
ong causally related thoughts. (Fodor, 1987, p. 19) 

Such argum
ents aim

 to show
 that the m

ind must be understood as a kind of 
com

puter im
plem

ented in the w
etw

are of the brain, on pain of failing em
pirically 

to account for rational transitions am
ong thoughts. R

eason-guided action, it seem
s, 

m
akes good scientific sense if w

e im
agine a neural econom

y organized as a syntax- 
driven engine that tracks the shape of sem

antic space (see, e.g., 
Fodor, 1987, 

pp. 19-20). 

T
he m

indw
arelsoftw

are equation is as beguiling as it is, at tim
es, distortive. O

ne 
im

m
ediate concern is that all this em

phasis on algorithm
s, sym

bols, and program
s 

tends to prom
ote a som

ew
hat m

isleading vision of crisp level distinctions in nature. 
T

he im
pact of the theoretical independence of algorithm

s from
 hardw

are is an ar- 
tifact of the long-term

 neglect of issues concerning real-w
orld action taking and 

the tim
e course of com

putations. For an algorithm
 o

r program
 as such is just a se- 

quence of steps w
ith no inbuilt relation to real-w

orld tim
ing. Such tim

ing depends 
crucially on the particular w

ay in w
hich the algorithm

 is im
plem

ented on a real 
device. G

iven this basic fact, the theoretical independence of algorithm
 from

 hard- 
w

are is unlikely to have m
ade m

uch of an im
pact on N

ature. W
e m

ust expect to 
find biological com

putational strategies closely tailored to getting useful real-tim
e 

results from
 available, slow

, w
etw

are com
ponents. In practice, it is thus unlikely 

that w
e w

ill be able to fully appreciate the form
al organization of natural system

s 
w

ithout som
e quite detailed reference to the nature of the neural hardw

are that 
provides the supporting im

plem
entation. In general, attention to the nature of real 

biological hardw
are looks likely to provide both im

portant clues about and con- 
straints on the kinds of com

putational strategy used by real brains. T
his topic is 

explored in m
ore depth in C

hapters 4 through 6
. 

Furtherm
ore, the claim

 that m
indw

are is softw
are is-to 

say the least-m
erely 

schem
atic. For the space of possible types of explanatory story, all broadly com

- 
putational (but see B

ox 1.5), is very large indeed. T
he com

m
ents by Fodor and by 
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Pylyshyn do, it is true, suggest a rather specific kind of com
putational story (one 

pursued in detail in the next chapter). B
ut the bare explanatory schem

a, in w
hich 

sem
antic patterns em

erge from
 an underlying syntactic, com

putational organiza- 
tion, covers a staggeringly w

ide range of cases. T
he range includes, for exam

ple, 
standard artificial intelligence (A

.I.) approaches involving sym
bols and rules, "con- 

nectionist" approaches that m
im

ic som
ething of the behavior of neural assem

blies 
(see C

hapter 4), and even H
eath R

obinsonesque devices involving liquids, pulleys, 
and analog com

putations. T
aken very liberally, the com

m
itm

ent to understanding 
m

ind as the operation of a syntactic engine can am
ount to little m

ore than a bare 
assertion of physicalism

-the 
denial of spirit-stuK

3 
T

o m
ake m

atters w
orse, a variety of different com

putational stories m
ay be 

told about one and the sam
e physical device. D

epending on the grain of analysis 

3G
iven our n

otion
 of com

putation (see B
ox 1.5), the claim

 is just a little stronger, since it also requires 
the presence of system

atically interpretable inner states, i.e., internal representations. 

M
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used, a single device m
ay be depicted as carrying out a com

plex parallel search or 
as serially transform

ing an input xinto an output y. C
learly, w

hat grain w
e choose 

w
ill be determ

ined by w
hat questions w

e hope to answ
er. Seeing the transition as 

involving a nested episode of parallel search m
ay help explain specific error pro- 

files or w
hy certain problem

s take longer to solve than others, yet treating the 
process as a sim

ple unstructured transform
ation of x to y m

ay be the best choice 
for understanding the larger scale organization of the system

. T
here w

ill thus be a 
constant interaction betw

een our choice of explanatory targets and our choice of 
grain and level of com

putational description. In general, there seem
s little reason 

to expect a single type or level of description to do all the w
ork w

e require. E
x- 

plaining the relative speed at w
hich w

e solve different problem
s, and the kinds of 

interference effects w
e experience w

hen trying to solve several problem
s at once 

(e.g., rem
em

bering tw
o closely sim

ilar telephone num
bers), m

ay w
ell require ex- 

planations that involve very specific details about how
 inner representations are 

stored and structured, w
hereas m

erely accounting for, e.g., the bare facts about ra- 
tional transitions betw

een content-related thoughts m
ay require only a coarser 

grained com
putational gloss. [It is for precisely this reason that connectionists (see 

C
hapter 4) describe them

selves as exploring the m
icrostructure of cognition.] T

he 
explanatory aspirations of psychology and cognitive science, it seem

s clear, are suf- 
ficiently w

ide and various as to require the provision of expla~
~

ations 
at a variety 

of different levels of grain and type. 
In sum

, the im
age of m

indw
are as softw

are gains its m
ost fundam

ental appeal 
from

 the need to accom
m

odate reason-guided transitions in a w
orld of m

erely 
physical flux. A

t the m
ost schem

atic level, this equation of m
indw

are and softw
are 

is useful and revealing. B
ut w

e should not be m
isled into believing either (1) that 

"softw
are" nam

es a single, clearly understood level of neural organization or (2) 
that the equation of m

indw
are and softw

are provides any deep w
arrant for cogni- 

tive science to ignore facts about the biological brain. 
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C
om

puter program
s, it often seem

s, offer only shallow
 and brittle sirnulacrum

s of 
the kind of understanding that hum

ans (and other anim
als) m

anage to display. 
A

re these just teething troubles, or do the repeated shortfalls indicate som
e fun- 

dam
ental problem

 w
ith the com

putational approach itself? T
he w

orry is a good 
one. T

here are, alas, all too m
any w

ays in w
hich a given com

puter program
 m

ay 
m

erely m
im

ic, but not illum
inate, various aspects of our m

ental life. T
here is, for 

exam
ple, a sym

bolic A
.I. 

program
 that does a very fine job of m

im
icking the ver- 

bal responses of a paranoid schizophrenic. T
he program

 ("PA
R

R
Y

," C
olby, 1975; 

B
oden, 1977, C

hapter 5) uses tricks such as scanning input sentences for key w
ords 

(such as "m
other") and responding w

ith canned, defensive outbursts. It is capa- 
ble, at tim

es, of fooling experienced psychoanalysts. B
ut no one w

ould claim
 that 
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it is a useful psychological m
odel of paranoid schizophrenia, still less that it is (w

hen 
up and running o

n
 a com

puter) a paranoid schizophrenic itself! 
O

r consider a chess com
puter such as D

eep B
lue. D

eep B
lue, although capa- 

ble of outstanding play, relies heavily on the brute-force technique of using its su- 
perfast com

puting resources to exam
ine all potential outcom

es for up to seven 
m

oves ahead. T
his strategy differs m

arkedly from
 that of hum

an grandm
asters, 

w
ho seem

 to rely m
uch m

ore on stored know
ledge and skilled pattern recognition 

(see C
hapter 4). Y

et, view
ed from

 a certain height, D
eep B

lue is not a bad sim
ula- 

tion of hum
an chess com

petence. D
eep B

lue and the hum
an grandm

aster are, af- 
ter all, m

ore likely to agree on a particular m
ove (as a response to a given board 

state) than are the hum
an grandm

aster and the hum
an novice! A

t the level of gross 
input-output profiles, the hum

an grandm
aster and D

eep B
lue are thus clearly sim

- 
ilar (not identical, as the difference in underlying strategy-brute 

force versus pat- 
tern recognition-som

etim
es 

shines through). Y
et once again, it is hard to avoid 

the im
pression that all that the m

achine is achieving is top-level m
im

icking: that 
there is som

ething am
iss w

ith the underlying strategy that either renders it unfit 
as a substrate for a real intelligence, or else reveals it as a kind of intelligence very 
alien to our ow

n. 
T

his last caveat is im
portant. For w

e m
ust be careful to distinguish the ques- 

tion of w
hether such and such a program

 constitutes a good m
odel of hum

an 
intelligence from

 the question of w
hether the program

 (w
hen up and running) 

displays som
e kind of real, but perhaps nonhum

an form
 of intelligence and under- 

standing. PA
R

R
Y

 and D
eep B

lue, one feels, fail o
n

 both counts. C
learly, neither 

constitutes a faithful psychological m
odel of the inner states that underlie hum

an 
perform

ance. A
nd som

ething about the basic style of these tw
o com

putational so- 
lutions (canned sentences activated by key w

ords, and brute-force look-ahead) even 
m

akes us uneasy w
ith the (otherw

ise charitable) thought that they m
ight nonethe- 

less display real, albeit alien, kinds of intelligence and aw
areness. 

H
ow

, though, are w
e to decide w

hat kinds of com
putational substructure might 

be appropriate? L
acking, as w

e m
ust, first-person know

ledge of w
hat (if anything) 

it is like to be PA
R

R
Y

 or D
eep B

lue, w
e have only a few

 options. W
e could insist 

that all real thinkers m
ust solve problem

s using exactly the sam
e kinds of com

pu- 
tational strategy as hum

an brains (too anthropocentric, surely). W
e could hope, 

optim
istically, for som

e future scientific understandlng of the fundam
entals of cog- 

nition that w
ill allow

 us to recognize (on broad theoretical grounds) the shape of 
alternative, but genuine, w

ays in w
hich various com

putational organizations m
ight 

support cognition. O
r w

e could look to the gross behavior of the system
s in ques- 

tion, insisting, for exam
ple, on a broad and flexible range of responses to a m

ulti- 
plicity of environm

ental dem
ands and situations. D

eep B
lue and PA

R
R

Y
 w

ould 
then fail to m

ake the grade not m
erely because their inner organizations looked 

alien to us (an ethically dangerous m
ove) but because the behavioral repertoire 

they support is too lim
ited. D

eep B
lue cannot recognize a m

ate (w
ell, only a check- 

M
eat M

achines 
21 

m
ate!), nor cook an om

elette. PA
R

R
Y

 cannot decide to becom
e a herm

it or take 
up the harm

onica, and so on. 
T

his m
ove to behavior is not w

ithout its ow
n problem

s and dangers, as w
e 

w
ill see in C

hapter 3. B
ut it should now

 be clearer w
hy som

e influential theorists 
(especially T

uring, 1950) argued that a sufficient degree of behavioral success 
should be allow

ed to settle the issue and to establish once and for all that a candi- 
date system

 is a genuine thinker (albeit one w
hose inner w

orkings m
ay differ greatly 

from
 our ow

n). T
uring proposed a test (now

 know
n as the T

uring T
est) that in- 

volved a hum
an interrogator trying to spot (from

 verbal responses) w
hether a hid- 

den conversant w
as a hum

an or a m
achine. A

ny system
 capable of fooling the in- 

terrogator in ongoing, open-ended conversation, T
uring proposed, should be 

counted as an intelligent agent. Sustained, top-level verbal behavior, if this is right, 
is a sufficient test for the presence of real intelligence. T

he T
uring T

est invites con- 
sideration of a w

ealth of issues that w
e cannot dw

ell on here (several surface in 
C

hapter 3). It m
ay be, for exam

ple, that T
uring's original restriction to a verbal 

test leaves too m
uch scope for "tricks and cheats" and that a better test w

ould fo- 
cus m

ore heavlly on real-w
orld activity (see H

arnad, 1994). 
It thus rem

ains unclear w
hether w

e should allow
 that surface behaviors (how

- 
ever com

plex) are sufficient to distinguish (beyond all theoretical doubt) real think- 
ing from

 m
ere m

im
icry. Practically speaking, how

ever, it seem
s less m

orally dan- 
gerous to allow

 behavioral profiles to lead the w
ay (im

agine that it is discovered 
that you and you alone have a m

utant brain that uses brute-force, D
eep B

lue-like 
strategies w

here others use quite different techniques: has science discovered that 
you are not a conscious, thinking, reasoning being after all?). 
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"If one had to describe the deepest m
otivation for m

aterialism
, one m

ight say that 
it is sim

ply a terror of consciousness" (Searle, 1992, p. 55). O
h dear. If I had m

y 
w

ay, I w
ould give in to the terror and just not m

ention consciousness at all. B
ut it 

is w
orth a w

ord or tw
o now

 (and see A
ppendix 11) for tw

o reasons. O
ne is because 

it is a
ll too easy to see the facts about conscious experience (the "second aspect of 

the problem
 of m

indfulness" described in the Introduction) as constituting a 
knock-dow

n refutation of the strongest version of the com
putationalist hypothe- 

sis. T
he other is because consideration of these issues helps to highlight im

portant 
differences betw

een inform
ational and "m

erely physical" phenom
ena. So here goes. 

H
ow

 could a device m
ade of silicon be conscious? H

O
W

 could it feel pain, joy, 
fear, pleasure, and foreboding? It certainly seem

s unlikely that such exotic capac- 
ities should flourish in such an unusual (silicon) setting. B

ut a m
om

ent's reflec- 
tion should convince you that it is equally am

azing that such capacities should 
show

 up in, of all things, m
eat (for a sustained reflection on this them

e, see the 
skit in Section 1.3). It is true, of course, that the only know

n cases of conscious 
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aw
areness o

n
 this planet are cases of consciousness in carbon-based organic life 

form
s. B

ut this fact is rendered som
ew

hat less im
pressive once w

e realize that all 
earthly life form

s share a com
m

on chem
ical ancestry and lines of descent. In any 

case, the question, at least as far as the central thesis of the present chapter is con- 
cerned, is not w

hether our local carbon-based organic structure is crucial to all 
possible versions of conscious aw

areness (though it sounds anthropocentric in the 
extrem

e to believe that it is), but w
hether m

eeting a certain abstract com
putational 

specification is enough to guarantee such conscious aw
areness. T

hus even the 
philosopher John Searle, w

ho is fam
ous for his attacks on the equation of m

ind- 
w

are w
ith softw

are, allow
s that "consciousness m

ight have been evolved in system
s 

that are not carbon-based, but use som
e other sort of chem

istry altogether" (Searle, 
1992, p. 91). W

hat is at issue, it is w
orth repeating, is not w

hether other kinds of 
stuff and substance m

ight support conscious aw
areness but w

hether the fact that 
a system

 exhibits a certain com
putational profile is enough (is "sufficient") to

 en- 
sure that it has thoughts, feelings, and conscious experiences. For it is crucial to

 
the strongest version of the com

putationalist hypothesis that w
here our m

ental life 
is concerned, the stuff doesn't m

atter. T
hat is to say, m

ental states depend solely o
n

 
the program

-level, com
putational profile of the system

. If conscious aw
areness w

ere 
to turn o

u
t to depend m

uch m
ore closely than this on the nature of the actual 

physical stuff out of w
hich the system

 is built, then this global thesis w
ould be ei- 

ther false or (depending on the details) severely com
prom

ised. 
M

atters are com
plicated by the fact that the term

 "conscious aw
areness" is 

som
ething of a w

easel w
ord, covering a variety of different phenom

ena. Som
e use 

it to m
ean the high-level capacity to reflect o

n
 the contents of one's ow

n thoughts. 
O

thers have no m
ore in m

ind that the distinction betw
een being aw

ake and being 
asleep! B

ut the relevant sense for the present discussion (see B
lock, 1997; C

halm
ers, 

1996) is the one in w
hich to be conscious is to be a subject of experience-to 

feel 
the toothache, to taste the bananas, to sm

ell the croissant, and so on. T
o experi- 

ence som
e x

is thus to do m
ore than just register, recognize, or respond to x. E

lec- 
tronic detectors can register the presence of sem

tex and other plastic explosives. 
B

ut, I hope, they have no experiences of so doing. A
 sniffer dog, how

ever, m
ay be 

a different kettle of fish. Perhaps the dog, like us, is a subiect of experience; a haven 
of w

hat philosophers call "qualiaX
-the 

qualitative sensations that m
ake life rich, 

interesting, or intolerable. Som
e theorists (notably John Searle) believe that com

- 
putational accounts fall dow

n at precisely this point, and that as far as w
e can tell 

it is the im
plem

entation, not the program
, that explains the presence of such qual- 

itative aw
areness. Searle's direct attack on com

putationalism
 is treated in the next 

chapter. For now
, let us just look at tw

o popular, but flaw
ed, reasons for endors- 

ing such a skeptical conclusion. 
T

he first is the observation that "sim
ulation is not the sam

e as instantation." 
A

 rainstorm
, sim

ulated in a com
putational m

edium
, does not m

ake anything ac- 
tually w

et. L
ikew

ise, it m
ay seem

 obvious that a sim
ulation, in a com

putational 
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m
edium

, of the brain states involved in a bout of black depression w
ill not add 

one single iota (thank heaven) to the sum
 of real sadness in the w

orld. 
T

he second w
orry (related to, but not identical to the first) is that m

any feel- 
ings and em

otions look to have a clear chem
ical or horm

onal basis and hence 
(hence?) m

ay be resistant to reproduction in any m
erely electronic m

edium
. Sure, 

a silicon-based agent can play chess and stack crates, but can it get drunk, get an 
adrenaline high, experience the effects of ecstasy and acid, and so on? 

T
he (genuine) intuitive appeal of these considerations notw

ithstanding, they 
by n

o
 m

eans constitute the knock-dow
n argum

ents they m
ay at first appear. For 

everything here depends o
n

 w
hat kind of phenom

enon consciousness turns out to 
be. T

hus suppose the skeptic argues as follow
s: "even if you get the overall inner 

com
putational profile just right, and the system

 behaves just like you and I, it w
ill 

still be lacking the inner baths of chem
icals, horm

ones, and neurotransm
itters, etc. 

that flood our brains and bodies. M
aybe w

ithout these all is darkness w
ithin-it 

just looks like the "agent" has feelings, em
otions, etc., but really it is just [w

hat 
H

augeland (1981a) term
s] a "hollow

 shell." T
his possibility is vividly expressed in 

John Searle's exam
ple of the person w

ho, hoping to cure a degenerative brain dis- 
ease, allow

s parts of her brain to be gradually replaced by silicon chips. T
he chips 

preserve the input-output 
functions of the real brain com

ponents. O
ne logical pos- 

sibility here, Searle suggests, is that "as the silicon is progressively im
planted into 

your dw
indling brain, you find that the area of your conscious experience is shrink- 

ing, but that this show
s no effect on your external behavior" (Searle, 1992, p. 66). 

In this scenario (w
hich is m

erely one of several that Searle considers), your actions 
and w

ords continue to be generated as usual. Y
our loved ones are glad that the op- 

eration is a success! B
ut from

 the inside, you experience a grow
ing darkness until, 

one day, nothing is left. T
here is no consciousness there. Y

ou are a zom
bie. 

T
he im

aginary case is problem
atic, to say the least. It is not even clear that w

e 
here confront a genuine logical possibility. [F

or detailed discussion see C
halm

ers 
(1996) and D

ennett (199la)-just 
look u

p
 zom

bies in the indexes!] C
ertainly the 

alternative scenario in w
hich you continue your conscious m

ental life w
ith n

o
 ill 

effects from
 the silicon surgery strikes m

any cognitive scientists (m
yself included) 

as the m
ore plausible outcom

e. B
ut the "shrinking consciousness" nightm

are does 
help to focus our attention on the right question. T

he question is, just w
hat is the 

role of all the horm
ones, chem

icals, and organic m
atter that build norm

al hum
an 

brains? T
here are tw

o very different possibilities here and, so far, no one know
s 

w
hich is correct. O

ne is that the chem
icals, etc. affect our conscious experiences 

only by affecting the w
ay inform

ation flow
s and is processed in the brain. If that 

w
ere the case, the sam

e kinds of m
odulation m

ay be achieved in other m
edia by 

other m
eans. Sim

plistically, if som
e chem

ical's effect is, e.g., to speed up the pro- 
cessing in som

e areas, slow
 it dow

n in others, and allow
 m

ore inform
ation leak- 

age betw
een adjacent sites, then perhaps the sam

e effect m
ay be achieved in a purely 

electronic m
edium

, by som
e series of m

odulations and m
odifications of current 
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flow
. M

ind-altering "drugs," for silicon-based thinkers, m
ay thus take the form

 of 
black-m

arket softw
are packages-packages 

that tem
porary induce a new

 pattern 
of flow

 and functionality in the old hardw
are. 

T
here rem

ains, how
ever, a second possibility: perhaps the experienced nature 

of our m
ental life is not (or is not just) a function of the flow

 of inform
ation. Per- 

haps it is to som
e degree a direct effect of som

e still-to-be-discovered physical cause 
o

r even a kind of basic property of som
e types of m

atter (for extended discussion 
of these and other possibilities, see C

halm
ers, 1996). If this w

ere true, then getting 
the inform

ation-processing profile exactly right w
ould still fall to guarantee the 

presence of conscious experience. 
T

he frog at the bottom
 of the beer glass is thus revealed. T

he bedrock, un- 
solved problem

 is w
hether conscious aw

areness is an inform
ational phenom

enon. 
C

onsider the difference. A
 lunch order is certainly an inform

ational phenom
enon. 

Y
ou can phone it, fax it, E

-m
ail it-w

hatever 
the m

edium
, it is the sam

e lunch or- 
der. B

ut no one ever faxes you your lunch. T
here is, of course, the infam

ous In- 
ternet Pizza Server. Y

ou specify size, consistency, and toppings and aw
ait the on- 

screen arrival of the feast. B
ut as Jam

es G
leick recently com

m
ented, "B

y the tim
e 

a heavily engineered softw
are engine delivers the final product, you begin to sus- 

pect that they've actually forgotten the difference betw
een a pizza and a picture of 

a pizza" (G
leick, 1995, p. 44). T

his, indeed, is Searle's accusation in a nutshell. 
Searle believes that the conscious m

ind, like pizza, just ain't an ~nform
ational phe- 

nom
enon. T

he stuff, like the topping, really counts. T
his could be the case, notice, 

even if m
any of the other central characteristics of m

indw
are rew

ard an under- 
standing that is indeed m

ore inform
ational than physical. Fodor's focus on rea- 

son-guided state-transitions, for exam
ple, is especially w

ell designed to focus at- 
tention aw

ay from
 qualitative experience and onto capacities (such as deciding to 

stay indoors w
hen it is raining) that can be visibly guaranteed once a suitable for- 

m
al, functional profile is fixed. 

W
e are now

 eyeball to eyeball w
ith the frog. T

o the extent that m
ind is an in- 

form
ational phenom

enon, w
e m

ay be confident that a good enough com
putational 

sim
ulation w

ill yield an actual instance of m
indfulness. A

 good sim
ulation of a cal- 

culator is an instance of a calculator. It adds, subtracts, does all the things w
e ex- 

pect a calculator to do. M
aybe it even follow

s the sam
e hidden procedures as the 

original calculator, in w
hich case w

e have w
hat Pylyshyn (1986) term

s "strong 
equivalence"-equivalence at the level of an underlying program

. If a phenom
e- 

non is inform
ational, strong equivalence is surely sufficient4 to guarantee that w

e 
confront not just a m

odel (sim
ulation) of som

ething, but a new
 exem

plar (in- 

4Sufficient, but probably not necessary. xis sufficient for y if w
hen x obtains, y alw

ays follow
s. B

eing a 
banana is thus a sufficient condition for being a fruit. x is necessary for y 1f, should x fail to obtain, y 
cannot be the case. B

eing a banana is thus not a necessary condition for being a fruit-being 
an apple 

w
ill do just as w

ell. 

M
e

a
t M

ach
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es 
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stantiation) of that very thing. For noninform
ational phenom

ena, such as "being 
a pizza," the rules are different, and the flesh com

es into its ow
n. Is consciousness 

like calculation, or is it m
ore like pizza? T

he jury is still out. 

1.3 A
 D

iversion 

[T
his is extracted from

 a story by T
erry B

isson called "A
lienIN

ation" first pub- 
lished in O

m
ni (1991). R

eproduced by kind perm
ission of the author.] 

"T
hey're m

ade out of m
eat." 

"M
eat?" 

"M
eat. T

hey're m
ade out of m

eat." 
"M

eat?" 
"T

here's no doubt about it. W
e picked several from

 different parts of the planet, 
took them

 aboard our recon vessels, probed them
 all the w

ay through. T
hey're 

com
pletely m

eat." 
"T

hat's im
possible. W

hat about the radio signals? T
he m

essages to the stars." 
"T

hey use the radio w
aves to talk, but the signals don't com

e from
 them

. T
he 

signals com
e from

 m
achines." 

"So w
ho m

ade the m
achines? T

hat's w
ho w

e w
ant to contact." 

"T
hey m

ade the m
achines. T

hat's w
hat I'm

 trying to tell you. M
eat m

ade the 
m

achines." 
"T

hat's ridiculous. H
ow

 can m
eat m

ake a m
achine? Y

ou're asking m
e to be- 

lieve in sentient m
eat." 

"
 I , m

 not asking you, I'm
 telling you. T

hese creatures are the only sentient race 

in the sector and they're m
ade out of m

eat." 
"M

aybe they're like the O
rfolei. Y

ou know
, a carbon-based intelligence that 

goes through a m
eat stage." 

"N
ope. T

hey're born m
eat and they die m

eat. W
e studied them

 for several of 
their life spans, w

hich didn't take too long. D
o you have any idea of the life span 

of m
eat?" 
"Spare m

e. O
kay, m

aybe they're only part m
eat. Y

ou know
, like the W

eddilei. 
A

 m
eat head w

ith an electron plasm
a brain inside." 

"N
ope. W

e thought of that, since they do have m
eat heads like the W

eddilei. 
B

ut I told you, w
e probed them

. T
hey're m

eat all the w
ay through." 

"N
o brain?" 

"O
h, there is a brain all right. It's just that the brain is m

ade out of m
eat!" 

"So . . . w
hat does the thinking?" 

"Y
ou're not understanding, are you? T

he brain does the thinking. T
he m

eat." 
"T

hinking m
eat! Y

ou're asking m
e to believe in thinking m

eat!" 
"Y

es, thinking m
eat! C

onscious m
eat! L

oving m
eat. D

ream
ing m

eat. T
he m

eat 
is the w

hole deal! A
re you getting the picture?" 

"O
m

igod. Y
ou're serious then. T

hey're m
ade out of m

eat." 
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"Finally, Y
es. T

hey are indeed m
ade out of m

eat. A
nd they've been trying to 

get in touch w
ith us for alm

ost a hundred of their years." 
"So w

hat does the m
eat have in m

ind?" 
"First it w

ants to talk to us. T
hen I im

agine it w
ants to explore the universe, 

contact other sentients, sw
ap ideas and inform

ation. T
he usual." 

"W
e're supposed to talk to m

eat?" 
"T

hat's the idea. T
hat's the m

essage they're sending out by radio. H
ello. A

ny- 
one o

u
t there? A

nyone hom
e? T

hat sort of thing." 
"T

hey actually d
o

 talk, then. T
hey use w

ords, ideas, concepts?" 
"O

h, yes. E
xcept they do it w

ith m
eat." 

"I thought you just told m
e they used radio." 

"T
hey do, but w

hat d
o

 you think is on the radio? M
eat sounds. Y

ou know
 how

 
w

hen you slap o
r flap m

eat it m
akes a noise? T

hey talk by flapping their m
eat at 

each other. T
hey can even sing by squirting air through their m

eat." 
"O

m
igod. Singing m

eat. T
his is altogether too m

uch. So w
hat do you advise?" 

"O
fficially or unofficially?" 

"B
oth." 

"O
fficially, w

e are required to contact, w
elcom

e, and log in any and all sen- 
tient races or m

ulti beings in the quadrant, w
ithout prejudice, fear, or favor. U

n- 
officially, I advise that w

e erase the records and forget the w
hole thing." 

"I w
as hoping you w

ould say that." 
"It seem

s harsh, but there is a lim
it. D

o w
e really w

ant to
 m

ake contact w
ith 

m
eat?" 

"I agree one hundred percent. W
hat's there to say?" 'H

ello, m
eat. H

ow
's it go- 

ing?' B
ut w

ill this w
ork? H

ow
 m

any planets are w
e dealing w

ith here?" 
"Just one. T

hey can travel to other planets in special m
eat containers, but they 

can't live on them
. A

nd being m
eat, they only travel through C

 space. W
hich lim

- 
its them

 to the speed of light and m
akes the possibility of their ever m

aking con- 
tact pretty slim

. Infinitesim
al, in fact." "So w

e just pretend there's no one hom
e in 

the universe." 
"T

hat's it." 
"C

ruel. B
ut you said it yourself, w

ho w
ants to m

eet m
eat? A

nd the ones w
ho 

have been aboard our vessels, the ones you have probed? Y
ou're sure they w

on't 
rem

em
ber?" 

"T
hey'll be considered crackpots if they do. W

e w
ent into their heads and 

sm
oothed out their m

eat so that w
e're just a dream

 to
 them

." 
"A

 
dream

 to m
eat! H

ow
 strangely appropriate, that w

e should be m
eat's 

dream
." 

"A
nd w

e can m
ark this sector unoccupied." 

"G
ood. A

greed, officially and unofficially. C
ase closed. A

ny others? A
nyone 

interesting o
n

 that side of the galaxy?" 

M
eat M

achines 
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"Y
es, a rather shy but sw

eet hydrogen core cluster intelligence in a class nine 
star in G

445 zone. W
as in contact tw

o galactic rotations ago, w
ants to be friendly 

again." 
"T

hey alw
ays com

e around." 
"A

nd w
hy not? Im

agine how
 unbearably, how

 unutterably cold the universe 
w

ould be if one w
ere all alone." 

1.4 Suggested R
eadings 

For an up-to-date, and indeed som
ew

hat sym
pathetic, account OF the varieties of dualism

, 
see D

. C
halm

ers, The C
onscious M

ind (N
ew

 Y
ork: O

xford U
niversity Press, 1996, C

hap- 
ter 4). For general philosophical background (identity theory, behaviorism

, m
achine function- 

alism
) a good place to start is A

ppendix I of this text and then P. M
. C

hurchland, M
atter &

 
C

onsciousness (C
am

bridge, M
A

: M
IT

 Press, 1984, and subsequent expanded editions). A
n- 

other excellent resource is D
. B

raddon-M
itchell and F. Jackson, Philosophy ofM

ind and C
og- 

nition (O
xford, England: B

lackw
ell, 1996, C

hapters 1, 2,3, 5, 6, and 7). 
For the broad notion of a com

putational view
 of m

ind, try the Introductions to J. H
auge- 

land, M
ind D

esign, 1st ed. (C
am

bridge, M
A

: M
IT Press, 1981) and M

ind D
esign II (C

am
- 

bridge, M
A

: M
IT Press, 1997). The form

er ("Sem
antic engines: A

n introduction to m
ind 

design") is especially good on the syntax/sem
antics distinction, and the latter ("W

hat is m
ind 

design?") adds useful discussion of recent developm
ents. 

For m
ore on Turing m

achines, see J. K
im

, "M
ind as a com

puter," [C
hapter 4 of his ex- 

cellent book, Philosaphy ofM
ind (B

oulder, C
O

: W
estview

 Press, 1996)l. C
hapters 1-3 cover 

dualism
, behaviorism

, and identity theory and are also highly recom
m

ended. C
hapter 4 fo- 

cuses on the advent of m
achine functionalism

 and includes detailed discussion of the an- 
tireductionist them

es that surface as the "structure not stuff' claim
 discussed in our text. 

For philosophical accounts of m
achine functionalism

, and critiques, see H
. Putnam

, "The 
nature of m

ental states." In H
. Putnam

 (ed.), M
ind, Language &

 R
eality: Philosophical P

a- 
pers, V

ol. 2 (C
am

bridge, England: C
am

bridge U
niversity Press, 1975) (a classic and very 

readable account of m
achine functionalism

) and N
. B

lock, "Introduction: W
hat is func- 

tionalism
?" and "T

roubles w
ith hnctionalism

." B
oth in his R

eadings in Philosophy of Psy- 
chology, V

ol. 1 (C
am

bridge, M
A

: H
arvard U

niversity Press, 1980). (C
lean and critical ex- 

positions that nicely reflect the flavor of the original debates.) 
J. Searle, "The critique of cognitive reason," C

hapter 9 of his book, The R
ediscovery of 

the M
ind (C

am
bridge, M

A
: M

IT Press, 1992) is a characteristically direct critique 
of the ba- 

sic com
putationalistic claim

s and assum
ptions. 

A
 useful, up-to-date introduction to the em

pirical issues is S. Franklin, A
rt$cial 

M
inds 

(C
am

bridge, M
A

: M
IT Press, 1995), and an excellent general collection of papers m

ay be 
found in J. H

augeland, M
ind D

esign I1 (C
am

bridge, M
A

: M
IT Press, 1997). 
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2.1 Sketches 

The study of logic and com
puters has revealed to us 

that intelligence resides in physical-sym
bol system

s. 
This is com

puter science's m
ost basic law

 of qualitative 
structure. (N

ew
ell and Sim

on, 1976, p. 108) 

T
he equation of m

indw
are w

ith softw
are (C

hap- 
ter 1) found clear expression and concrete com

- 
putational substance in a flurry of w

ork on phys- 

ical-sym
bol system

s. A
 physical-sym

bol system
, as defined by N

ew
ell and Sim

on 
(1976, pp. 85-88) 

is a physical device that contains a set of interpretable and com
- 

binable item
s (sym

bols) and a set of processes that can operate on the item
s (copy- 

ing, conjoining, creating, and destrofing them
 according to instructions) T

o en- 
sure that the sym

bols have m
eanings and are not just em

pty syntactic shells, the 
device m

ust be located in a w
ider w

eb of real-w
orld item

s and events. R
elative to 

this w
ider w

eb, a sym
bolic expression w

ill be said to pick out (or designate) an ob- 
ject if "given the expression, the system

 can either affect the object itself or behave 
in w

ays depending on the object" (N
ew

el and Sim
on, 1976, p. 86). G

iven this spec- 
ification, N

ew
el1 and Sim

on m
ake a bold claim

: 

The Physical Sym
bol System

 H
ypothesis. A

 physical sym
bol system

 has the necessary and 
sufficient means for general intelligent action. (N

ovel1 and Sim
on, 1976, p. 87) 

T
he claim

, in less form
al language, is that a sym

bol cruncher of the kind just 
sketched possesses all that m

atters for thought and intelligence. A
ny such m

achine 
"of sufficient size" can (it is argued) alw

ays be program
m

ed so as to support in- 
telligent behavior, hence being a physical-sym

bol system
 is suficient for intelli- 

gence. A
nd nothing can be intelligent unless it is an instance of a physical-sym

bol 

system
 (PSS), so being a PSS is also a necessary condition for "general intelligent 

behavior." A
s N

ew
el1 and Sim

on are quick to stress, w
e thus confront a strong em

- 
pirical hypothesis. T

he notion of a PSS is m
eant to delim

it a class of actual and po- 
tential system

s and the claim
 is that all cases of general intelligent action w

ill, as a 
m

atter of scientific fact, turn out to be produced by m
em

bers of that class. 
So just w

hat is that class? T
he question is, unfortunately, m

ore difficult than 
it at first appears. C

learly, w
e are being told that intelligent behavior depends o

n
 

(and only on) processes that are broadly com
putational in the sense described in 

C
hapter 1. T

hat is to say, they involve inner states that can be organized so as to 
preserve sem

antic sense. M
oreover, there is a com

m
itm

ent to the existence of in- 
ner sym

bols that are not just any old inner states capable of system
atic interpreta- 

tion, but that are in addition capable of participating in processes of copying, con- 
joining, and other fam

iliar types of internal m
anipulation. It is this kind of inner 

econom
y, in w

hich sym
bols exist as stable entities that are m

oved, copied, con- 
joined, and m

anipulated, that has in practice m
ost clearly characterized w

ork in the 
PSS paradigm

 and that differentiates it from
 the bare notion of m

indw
are as 

softw
are 

N
onetheless, it is im

portant to be clear about w
hat this com

m
itm

ent to inner 
sym

bols actually involves. It is a com
m

itm
ent to the existence of a com

putational 
sym

bol-m
anipulating regim

e at the level of description m
ost appropriate to under- 

standing the device as a cognitive (reasoning, thinking) engine. T
his claim

 is thus fully 
com

patible w
ith the discovery that the brain is at bottom

 som
e other kind of de- 

vice. W
hat m

atters is not the com
putational profile at the hardw

are level, but the 
one "higher up" at the level of w

hat is som
etim

es called a "virtual m
achine." (T

his 
is like saying: "don't w

orry about the form
 of the m

achine code-look 
at the ele- 

m
ents and operations provided by som

e higher level language.") It is at this higher, 
virtual level that the system

 m
ust provide the set of sym

bols and sym
bol-m

anipu- 
lat~

n
g

 capacities associated w
ith 

classical com
putation 

(copying, reading and 
am

ending sym
bol strings, com

paring currently generated sym
bol strings to target 

sequences, and so on). In som
e cases these sym

bols w
ill be system

atically inter- 
pretable in w

ays that line up w
ith our intuitive ideas about the elem

ents of the task 
dom

ain. For exam
ple, a program

 for reasoning about the behavior of liquids m
ay 

use procedures defined over sym
bols for item

s such as "liquid," "flow
," "edge," 

"viscous," and so on (see, e.g., H
ayes 1979, 1985). O

r a chess-playing program
 m

ay 
use procedures applied to sym

bols for rook, king, checkm
ate, etc., w

hereas a sen- 
tence parser m

ight use sym
bols for noun, verb, subject, and so on. T

hese kinds of 
sym

bols reflect our ow
n ideas about the task dom

ain (chess, liquids, w
hatever). 

System
s w

hose com
putational operations are defined over this type of fam

iliar sym
- 

bolic elem
ents m

ay be term
ed sem

antically transparent system
s (C

lark, 1989, p. 17). 
T

he great advantage of sem
antically transparent system

s, it should be clear, is that 
they m

ake it im
m

ediately obvious w
hy the physical device is able to respect spe- 

cific sem
antic regularities. It is obvious that getting such sym

bols to behave ap- 
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propriately w
ill yield good reasoning about chess (or w

hatever), since m
any of the 

reason-respecting transitions are then visibly encoded in the system
. 

T
o get the flavor of the PSS hypothesis in action, consider first a program

 from
 

Schank (1975). T
he goal of the program

 w
as story understanding: given a short 

text, it w
as m

eant to be able to answ
er som

e questions requiring a m
odicum

 of 
"com

m
on sense." T

o this end, Schank's program
 deployed so-called scripts, w

hich 
used a sym

bolic event description language to encode background inform
ation 

about certain kinds of situations. For exam
ple, there w

as a script that laid out the 
typical sequence of actions involved in a visit to a restaurant (see B

ox 2.1). N
ow

 
suppose you input a short story: "Jack goes into the restaurant, orders a ham

burger, 
sits dow

n. L
ater, he leaves after tipping the w

aiters." Y
ou can then ask: "D

id Jack 
eat the ham

burger?" and the com
puter, courtesy of the background inform

ation 
available in the script, can reply by guessing that he did. 

O
r consider SO

A
R

 (see B
ox 2.2). SO

A
R

 is a large-scale, on-going project that 
aim

s to apply the basic tenets of the PSS approach so as to im
plem

ent general in- 
telligence by com

putational m
eans. It is, in m

any w
ays, the contem

porary succes- 
sor to the pioneering w

ork on general problem
 solving (N

ew
ell, Shaw

, and Sim
on, 

1959) that helped set the agenda for the first three decades of w
ork in artificial in- 

telligence. SO
A

R
 is a sym

bol-processing architecture in w
hich all long-term

 know
l- 

edge is stored using a uniform
 form

at know
n as a production m

em
ory. In a pro- 

duction m
em

ory, know
ledge is encoded in the form

 of condition-action 
structures 

("productions") w
hose contents are of the form

: "If such and such is the case, then 
do so and so."' W

hen it confronts a specific problem
, SO

A
R

 accesses this general 
m

em
ory store until all relevant productions have been executed. T

his results in the 
transfer, into a tem

porary buffer or "w
orking m

em
ory," of all the stuff that SO

A
R

 
"know

s" that looks like it m
ight be relevant to the problem

 at hand. T
his body of 

know
ledge w

ill include a m
ixture of know

ledge of facts, know
ledge about actions 

that can be taken, and know
ledge about w

hat actions are desirable. A
 decision pro- 

cedure then selects one action to perform
 on the basis of retrieved inform

ation 
concerning relative desirability ("preferences"). N

aturally, SO
A

R
 is able to coor- 

dinate a sequence of such operations so as to achieve a specified goal. SO
A

R
 can 

w
ork tow

ard a distant goal by creating and attem
pting to resolve subgoals that re- 

duce the distance betw
een its current state and an overall solution. Such problem

 
solving is conducted w

ithin so-called problem
 spaces populated by sets of states 

(representing situations) and operations (actions that can be applied to the states 
so as to yield further states). It is part of SO

A
R

'S job, given a goal, to select a prob- 
lem

 space in w
hich to

 pursue the goal, and to create a state that represents the ini- 

'SO
A

R
'S productions differ from

 standard production-system
 structures insofar as SO

A
R

 incorporates 
a decision level (see text) that takes over som

e of the w
ork traditionally done by the productions them

- 
selves. See R

osenbloom
 et al. (1992, pp. 296295) for details. 
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tial situation (the problem
). A

n operator is then applied to that state, yielding a 
new

 state, and so on until (w
ith luck) a solution is discovered. All these decisions 

(problem
-space selection, state generation, operator selection) are based on the 

know
ledge retrieved from

 the long-term
 production m

em
ory. In addition, the ba- 

sic SO
A

R
 architecture exploits a single, uniform

 learning m
echanism

, know
n as 

"chunking," in w
hich a successful sequence of subgoal generations can be stored 

aw
ay as a single unit. If SO

A
R

 later encounters a problem
 that looks sim

ilar to the 
earlier one, it can retrieve the unit and carry out the chunked sequence of m

oves 
w

ithout needing to search at each substage for the next m
ove. 

T
he actual practice of PSS-inspired artificial intelligence thus displays three 

key com
m

itm
ents. T

he first is the use of a sym
bolic code as a m

eans of storing all 
of the system

's long-term
 know

ledge. T
he second is the depiction of intelligence 

as the ability to successfully search a sym
bolic problem

-space. A
 physical sym

bol 
system

 "exercises its intelligence in problem
-solving by search-that 

is, by gener- 
ating and progressively m

odifying sym
bol structures until it reaches a solution 

structure" (N
ew

ell and Sim
on, 1976, p. 9

6
). T

he third is that intelligence resides 
at, or close to, the level of deliberative thought. T

his is, if you like, the theoretical 
m

otivation for the developm
ent of sem

antically transparent system
s-ones 

that di- 
rectly encode and exploit the kinds of inform

ation that a hum
an agent m

ight con- 
sciously access w

hen trying to solve a problem
. R

osenbloom
 et al. (1992, pp. 

290-291) thus describe SO
A

R
 as targeting the "cognitive band" in w

hich content- 
h

l thoughts seem
 to flow

 in a serial sequence and in w
hich m

ost significant events 
occur in a tim

e fram
e of 10 m

illiseconds to 10 seconds. T
his restriction effectively 

ensures that the com
putational story w

ill at the sam
e tim

e function as a know
ledge- 

level2 story-a 
story that show

s, rather directly, how
 know

ledge and goals (beliefs 
and desires) can be encoded and processed in w

ays that lead to sem
antically sen- 

sible choices and actions. T
his is, of course, just the kind of story that Fodor (C

hap- 
ter 1) insists w

e m
ust provide so as to answ

er the question, "H
ow

 is rationality m
e- 

chanically possible?" (Fodor, 1986, p. 20). 
So there it is. Intelligence resides at, or close to: 

the level of deliberative 
thought. It consists in the retrieval of sym

bolically stored inform
ation and its use 

in processes of search. Such processes involve the generation, com
position, and 

transform
ation of sym

bolic structures until the specified conditions for a solution 
are m

et. A
nd it w

orks, kind of. W
hat could be w

rong w
ith that? 

'For m
uch m

ore on the ideas of a "cognitive band" and a "know
ledge level," see N

avel1 (1990). 

>T
he full story, as told in N

ew
ell (19901, recognizes four levels of cognitive activity as together consti- 

tuting the "cognitive band." O
nly the topm

ost of these four levels (the "unit task
 level) actually coin- 

cides w
ith the consciously reportable steps of hum

an problem
 solving. B

ut all four levels involve op- 
erations on encoded know

ledge, elem
entary choices, retrieval of distal inform

ation, and so on. In this 
respect, all four sublevels involve recognizably sem

antic or know
ledge-involving operations. 
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2.2 D
iscussion 

A
. 

T
H

E
 C

H
IN

E
SE

 R
O

O
M

 

T
he m

ost fam
ous w

orry about sym
bol-crunching4 artificial intelligence is predi- 

cated upon John Searle's (1980) "C
hinese R

oom
" thought experim

ent. Searle asks 
us to im

agine a m
onolingual E

nglish speaker, placed in a large room
, and con- 

fronted w
ith a pile of papers covered w

ith apparently unintelligible shapes and 
squiggles. T

he squiggles are, in fact, C
hinese ideogram

s, but to the person in the 
room

, they are just shapes on a page: just syntactic shells devoid of appreciable 
m

eaning. A
 new

 batch of squiggles then arrives, along w
ith a set of instructions, in 

E
nglish, telling the person how

 to m
anipulate the apparently m

eaningless squig- 
gles according to certain rules. T

he upshot of these m
anipulations, unbeknow

nst 
to the person in the room

, is the creation of an intelligent response, in C
hinese, to 

questions (also in C
hinese) encoded in the incom

ing batch of papers. 
T

he scenario, though strained and unlikely, cannot be ruled out. W
e saw

, in 
C

hapter 1, that any w
ell-specified, intelligent behavior can be perform

ed by a w
ell- 

program
m

ed com
puting device. W

hat Searle has done is, in effect, to (1
) replace 

the operating system
 and central processing unit of a com

puter (or the read-w
rite 

head and finite state m
achine of a T

uring m
achine) w

ith a hum
an agent and book 

of instructions, and (2) replace the real-w
orld know

ledge encoded in the com
- 

puter's general m
em

ory (or the T
uring m

achine's tape) w
ith know

ledge encoded 
(in C

hinese) in the pile of papers. U
nder such circum

stances, if the agent follow
s 

the rules, then (assum
ing, as w

e m
ust, that the program

 is correct) the output w
ill 

indeed be a senslble response in C
hinese. T

he agent is "taking care of the syntax." 
A

nd just as H
augeland (C

hapter 1
) said, the sem

antics is taking care of itself! 
B

ut says Searle, this is surely an illusion. It m
ay seem

 like the overall system
 

(the agent in the room
) understands C

hinese. B
ut there is no real understanding 

at all. It seem
s to converse in C

hinese, but no C
hinese is actually understood! T

he 
m

onolingual agent is just doing syntactic m
atching. A

nd the room
 and papers 

surely do not understand anything at all. R
eal understanding, Searle concludes, de- 

pends on m
ore than just getting the form

al operations right. R
eal understanding 

requires, Searle suggests, certain actual (though still largely unknow
n) physical 

properties, instantiated in biological brains. Stuff counts. Sym
bol m

anipulation 
alone is not enough. 

Searle's argum
ent has spaw

ned a thousand attem
pts at rebuttal and refutation. 

A
 popular response is to insist that despite our intuitions, the room

 plus papers 
plus agent really does constitute a system

 that understands C
hinese, has conscious 

experiences, and all the rest. A
nd certainly, nothing that Searle (or anyone else) 

41n fact, Searle (1992) extends his thought-experim
ent so as to (try to) cast doubt on

 connectionist ap- 
proaches (see C

hapter 4
) also. G

iven m
y diagnosis (see the text) of the grain of truth in Searle's cri- 

tique, this extension w
ill not succeed. For a sim

ilar response, see C
hurchland and C

hurchland (1990). 
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says can rule that out as an em
pirical possibility. A

ppeals to intuition (Y
t doesn't 

look m
uch like a system

 that really understands C
hinese") are practically useless at 

the edges of scientific understanding. 
It is also possible, how

ever, that Searle is right, but for all the w
rong reasons. 

For the C
hinese room

 w
as initially envisioned as a w

eird and souped-up version 
of the story-understanding program

 m
entioned earlier (see B

ox 2.1, and Schank 
and A

belson, 1977). A
s such, w

e w
ere to im

agine an inner com
putational econ- 

om
y in w

hich sem
antically transparent sym

bols w
ere being m

anipulated, in a step- 
w

ise, serial fashion, in w
ays specified by a further set of sym

bolic instructions. In 
short, w

e w
ere to envision a fairly coarse-grained approach in w

hich the system
's 

stored know
ledge, as encoded in the C

hinese squiggles, m
ight include general 

know
ledge (about w

hat happens w
hen, for exam

ple, som
eone visits a restaurant) 

in a chunky, language-like form
at such as the follow

ing: 

Script: R
estaurant 

Scene 1: E
N

T
E

R
IN

G
 

P
T

R
A

N
S: go into restaurant 

M
B

U
IL

D
: 

find table 
P

T
R

A
N

S
: go to table 

M
O

V
E

: 
sit dow

n 
E

xtractedfiom
 Schank (1975, p. 131) 

(R
ecall that sym

bols such as PTR
A

N
S form

 part of a special event description lan- 
guage devised by Schank, and are defined elsew

here in the program
. PT

R
A

N
S, for 

exam
ple, signifies the transfer of physical location of an object.) 

M
uch of the intuitive appeal of Searle's argum

ent, I believe, com
es not from

 
~

ts
 

logical structure but from
 a certain discom

fort w
ith the idea that a sim

ulation 
pitched at that kind of level could actually am

ount to an instantiation of under- 
standing, as opposed to a kind of superficial structural echo. C

onsidered as a fully 
general logical argum

ent, Searle's case is flim
sy indeed. H

e aim
s to convince us that 

no am
ount of syntactic, form

al organization can yield real understanding. B
ut the 

only evidence [beyond the question-begging assertion that syntax is not sufficient 
for sem

antics-see, 
e.g., C

hurchland and C
hurchland (1990) for a nice discussion] 

is the reader's intuitive agreem
ent, perhaps based on quite superficial features of 

the exam
ple. 

Y
et for all that the original thought experim

ent strikes a nerve. B
ut the nerve 

is not (as Searle believes) the unbridgeability of the gap betw
een syntax and se- 

m
antics. It rather (concerns) the need for a finer grained specification of the rele- 

vant com
putational and syntactic structure. For it is plausible to suppose that if 

w
e seek to genuinely instantiate (not just roughly sim

ulate) m
ental states in a com

- 
puter, w

e w
ill need to do m

ore than just run a program
 that m

anipulates relatively 
high-level (sem

antically transparent) sym
bolic structures. 
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T
o begin to fix this idea (w

hose full expression m
ust how

ever w
ait until C

hap- 
ter 4), w

e m
ay introduce a contrast betw

een functionalism
 and w

hat I once term
ed 

(C
lark, 1989) m

~crofirnctionalism
. The functionalist, you w

ill recall (C
hapter I), 

identifies being in a m
ental state w

ith being in an abstract functional state, w
here 

a functional state is just som
e pattern of inputs, outputs, and internal state transi- 

tions taken to be characteristic of being in the m
ental state in question. B

ut at w
hat 

level of description should the functional story be told? 
C

onsider a second fam
ous thought experim

ent, this tim
e due to N

ed B
lock 

(1980, pp. 276-278) B
lock im

agines that w
e som

ehow
 get the w

hole population of 
C

hina to
 im

plem
ent the functional profile of a given m

ental state by having them
 

passing around letters or other form
al sym

bols. B
ut such an instantiation of the 

form
al sym

bol-trading structure, B
lock fears, surely w

ill not actually possess the 
target m

ental properties. A
t any rate, it w

ill not be a thinking, feeling being in its 
ow

n right. T
here w

ill be no qualia, no raw
 feelings, no pains and pleasures for the 

country as a w
hole. T

he various individuals w
ill have their ow

n m
ental states, of 

course. B
ut no new

 ones w
ill com

e into being courtesy of the larger functional or- 
ganization created by passing around slips of paper alone. F

rom
 such considera- 

tions, B
lock concludes that functional identity cannot guarantee full-blooded 

(qualia-involving) m
ental identity. B

ut once again, it all depends o
n

 our (unreli- 
able) intuitions. W

hy shouldn't the C
hinese room

, or B
lock's C

hinese population, 
actually have real, and qualitatively rich, m

ental states? O
ur discom

fort, I suggest, 
flow

s not from
 the bedrock idea that the right form

al structure could guarantee 
the presence of such states so m

uch as from
 a nagging suspicion that the form

al 
structures that w

ill be im
plem

ented w
ill prove too shallow

, too m
uch like the 

restaurant script structure rehearsed earlier. N
ow

 im
agine instead a m

uch finer 
grained form

al description, a kind of "m
icrofunctionalism

" that fixes the fine de- 
tail of the internal state-transitions as, for exam

ple, a w
eb of com

plex m
athem

at- 
ical relations betw

een sim
ple processing units. O

nce w
e im

agine such a finer grained 
form

al specification, intuitions begin to shift. Perhaps once these m
icroform

al 
properties are in place, qualitative m

ental states w
ill alw

ays em
erge just as they d

o
 

in real brains? It is som
ew

hat harder to im
agine just how

 these m
ore m

icrostruc- 
tural features are to replicated by the m

anipulations of slips of paper, beer cans 
(another of Searle's favorites), o

r the population of C
hina. B

ut if these unlikely 
substrates w

ere thus delicately organized, it does not strike m
e as crazy to suppose 

that real m
ental events m

ight ensue. O
r rather, it seem

s no m
ore unlikely than the 

fact that they also ensue in a w
ell-organized m

ush of tissue and synapses! 
W

e w
ill encounter, in C

hapter 4, a som
ew

hat different kind of com
putational 

m
odel that pitches its descriptions of the form

al structure of m
ind at just such a 

fine-grained level. T
hese "connectionist" (or "neural netw

ork") approaches trade 
sem

antic transparency (the use of form
al sym

bols to stand directly for fam
iliar con- 

cepts, objects, events, and properties) against fineness of grain. T
hey posit form

al 
descriptions pitched at a level far distant from

 daily talk. T
hey do not restrict their 

attention to the level of N
ew

ell's "cognitive band" or to operations that (in real 
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brains) take over 100 m
illiseconds to occur. T

hey do, how
ever, preserve the guid- 

ing vision of attending to the (m
icro)syntax and letting the sem

antics take care of 
itself. 

B. 
EV

ER
Y

D
A

Y
 C

O
PIN

G
 

H
ere is a very different kind of criticism

 of the program
 of sym

bol-crunching A
.I. 

Sym
bolic A

.I., it has been suggested, is congenitally unable to com
e to grips w

ith 
fast, fluent, everyday activity. It cannot d

o
 so because such activity is not, and could 

not be, supported by any set of sym
bolically coded rules, facts, or propositions. In- 

stead, our everyday skills, w
hich am

ount to a kind of expert engagem
ent w

ith the 
practical w

orld, are said to depend on a foundation of "holistic sim
ilarity recogni- 

tion" and bodily, lived experience. Such, in essence, is the criticism
 developed in 

a sequence of w
orks by the philosopher H

ubert D
reyfus (see, e.g., D

reyfus, 1972, 
1992; D

reyfus and D
reyfus, 1986) and partially inspired by the ideas of M

artin H
ei- 

degger (1927:1961). 
D

reyfus' central concern is w
ith the apparently bottom

less richness of the un- 
derstanding that w

e bring to our daily lives. R
ecall, for exam

ple, the sim
ple restau- 

rant script w
hose structure w

as displayed earlier. T
he point of such a script is to 

capture a stereotypical course of events (go into a restaurant, order food, eat it, 
leave tip) so as to provide som

e background know
ledge for use in problem

- 
solving behavior. B

ut hum
an m

inds seem
 able to respond sensibly to an appar- 

ently infinite set of potential variations on such a situation. W
hat w

ill the sym
bolic 

A
.I. program

 d
o

 if it confronts a M
artian in the kitchen, or a H

arley-D
avidson rid- 

den into the restaurant? 
C

lassical artificial intelligence has only tw
o real resporises to this problem

 of 
"depth of understanding." O

ne is to add m
ore and m

ore (and m
ore and m

ore) 
know

ledge in the form
 of explicitly coded inform

ation. [D
oug L

enat's C
Y

C
 pro- 

ject described in L
enat and Feigenbaum

 (1992) is an exam
ple of this strategy.] T

he 
other is to use pow

erful inference engines to press m
axim

al effect from
 w

hat the 
system

 already know
s (the SO

A
R

 project discussed earlier displays som
ething of 

this strategy). B
oth such strategies really am

ount to doing "m
ore of the sam

e," al- 
beit w

ith different em
phases. D

reyfus' radical suggestion, by contrast, is that no 
am

ount of sym
bolically couched know

ledge or inference can possibly reproduce 
the required "thickness" of understanding, since the thickness flow

s not from
 our 

know
ledge of facts or our inferential capacities but from

 a kind of pattern-recog- 
nition ability honed by extensive bodily and real-w

orld experience. T
he product of 

this experience is not a set of sym
bolic strings squirreled aw

ay in the brain but a 
kind of "know

ing-ho#-a 
know

ing-how
 that cannot be reduced to any set, how

- 
ever extensive, of "know

ing-thatsn (see, e.g., D
reyfus, 1981, p. 198). 

For exam
ple, w

e are asked to consider the contrast betw
een the novice chess 

player (or car driver, or w
hatever) and the real expert. T

he novice, D
reyfus sug- 

gests, relies heavily o
n

 the conscious rehearsal of explicit sym
bol strings-rules 

like 
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"get your queen out early." T
he expert, by contrast, experiences "a com

pelling sense 
of the issue and the best m

ove." E
xcellent chess players, w

e are told, can distin- 
guish at a glance "roughly 50,000 types of position," and can, if necessary, choose 
m

oves at a speed that effectively precludes conscious analysis of the situation. T
he 

resultant flexibility of expert com
petence contrasts strongly w

ith the oft-rem
arked 

"brittlenessn of classical A
.I. program

s that rely o
n

 sym
bolically coded know

ledge 
and m

ake w
ild errors w

hen faced w
ith new

 or unexpected situations. E
xpert know

- 
how

, D
reyfus and D

reyfus (1986, p. 28) suggest, m
ay be m

ore fruitfully m
odeled 

using the alternative, pattern-recognition-based 
technologies (see C

hapter 4) of 
connectionism

 and artificial neural netw
orks. Since such expertise pervades the 

bulk of our daily lives (w
e are all, or m

ost of us, "experts" at m
aking tea and cof- 

fee, avoiding traffic accidents, engaging in social interactions, cooking dinner, m
ak- 

ing sandw
iches, riding bicycles, and so on), the criticism

 that such activity lies out- 
side the scope of sym

bolic A
.I. is dam

ning indeed. Is D
reyfus right? It is hard to 

fault the observation that sym
bolic A

.I. seem
s to yield lim

ited and brittle system
s 

w
hose com

m
on sense understanding leaves plenty to be desired. In exactly this 

vein, for exam
ple, a skeptical com

puter scientist, com
m

enting on the SO
A

R
 pro- 

ject, once offered the follow
ing "friendly challenge": 

G
ive us "A

gent-Soar" [a system
 capable ofl operating continuously, selectively per- 

ceiving a com
plex unpredictable environm

ent, noticing situations of interest. Show
 us 

how
 it integrates concurrent tasks and coordinates their interacting needs . . . show

 us 
how

 it m
odifies its know

ledge based on experience and m
akes the best use of dynam

ic 
but lim

ited resources under real-tim
e constraints. (H

ayes-R
oth, 1994, p. 96) 

It is only fair to note, how
ever, that m

uch the sam
e challenge could be raised 

regarding the connectionist research program
 presented in C

hapter 4. M
y ow

n 
view

, then, is that the "argum
ent from

 fluent everyday coping" actually points to 
m

uch that is w
rong w

ith both connectionist and sym
bol-processing artificial intel- 

ligence. T
his point is not lost on D

reyfus and D
reyfus (1990) w

ho note that hu- 
m

an beings m
ay be even m

ore "holistic" than neural nets, and w
onder w

hether w
e 

need to consider a larger "unit of analysis" com
prising brain, body, and cultural 

environm
ent [a "w

hole organism
 geared into a w

hole cultural w
orld" (p. 331)]. 

S
uch issues w

ill return to haunt us in the closing chapters. For now
, w

e m
ay sim

- 
ply conclude that everyday coping poses extrem

ely difficult problem
s for any 

staunchly sym
bolic approach and that any m

ove aw
ay from

 reliance o
n

 explicit, 
coarse-grained sym

bol structures and tow
ard fast, flexible pattern-recognition- 

based m
odels is probably a step in the right direction. 

C
. 

R
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O
ne of the guiding assum

ptions of classical sym
bol-crunching A

.I. is, w
e saw

, that 
the scientific study of m

ind and cognition m
ay proceed w

ithout essential reference 
to m

atters of im
plem

entation. T
his assum

ption, clearly displayed in, e.g., the SO
A

R
 

Sym
bol System

s 

team
's decision to focus purely on the "cognitive band," is open to serious doubt. 

T
he situation is nicely sum

m
ed-up by the cognitive scientist D

onald N
orm

an: 

Soar . . . espouses the softw
are-independence approach to m

odeling. T
hat is, psycho- 

logical functions are assum
ed to be independent of hardw

are im
plem

entation, so it is 
saFe to study the cognitive band w

ithout exam
ination of the im

plem
entation m

ethods 
of the neural band, w

ithout consideration of the physical body in w
hich the organism

 
is em

bedded, and w
ithout consideration of non-cognitive aspects of behavior. (N

or- 
m

an, 1992, p. 343) 

T
he w

orries concerning the potential roles of the physical body (and the w
ider 

environm
ent) w

ill occupy us in later chapters. A
n im

m
ediate question, how

ever, 
concerns the attem

pt to m
odel psychological functions w

ithout reference to the 
details of neural im

plem
entation. 

O
n the positive side, w

e can say this: it is probably true that at least som
e psy- 

chological states w
ill be m

ultiply realizable. T
hat is to say, several different hard- 

w
are and softw

are organizations w
ill be capable of supporting the sam

e m
ental 

states. T
he point about m

ultiple hardw
are realizability flow

s directly from
 the 

bedrock idea of m
ind as a form

al system
, and the consequent focus on structure 

not stuff. T
he point about m

ultiple sofiw
tare realizability is trickier (and is further 

pursued in the next chapter). B
ut there exist, for exam

ple, a variety of different 
procedures for sorting a set of num

bers or letters into sequence (Q
uick-sort and 

B
U

B
B

L
E

-sort to nam
e but tw

o). Is it not sim
ilarly unlikely that there is just one 

algorithm
ic structure capable of supporting, e.g., the m

ental state of believing it is 
raining? 

O
n the negative s~

d
e, how

ever, it is equally unlikely that w
e w

ill discover a 
good m

odel of the form
al structure of hum

an thought if w
e proceed in a neuro- 

physiological vacuum
. C

onsider, for exam
ple, the SO

A
R

 team
's com

m
itm

ent to a 
single type of long-term

 m
em

ory (but see B
ox 2.2 for an im

portant caveat). SO
A

R
 

thus used relies on a uniform
 production m

em
ory to store all its long-term

 know
l- 

edge. Is this assum
ption legitim

ate? D
onald N

orm
an (am

ong others) argues that 
it is not, since hum

an m
em

ory seem
s to involve m

ultiple psychologically and neu- 
rophysiologically distinct ~

y
stem

s.~
 

For exam
ple, the distinction betw

een sem
antic 

m
em

ory (m
em

ory for facts, such as "dogs have four legs") and episodic m
em

ory 
(m

em
ory of specific experiences and events, such as the day the dog buried the 

tortoise). SO
A

R
 can, it is true, reproduce m

uch of the surface behavior associated 
w

ith each m
em

ory type (see N
ew

ell, 1990, C
hapter 6). B

ut this surface m
im

icry, 
as N

orm
an points out, does little to counter the grow

ing body of neuropsycho- 
logical evidence in favor of the psychological realism

 of m
ultiple m

em
ory system

s. 
M

uch of the relevant evidence com
es not from

 norm
al, daily behavior but from

 

5See, e.g., T
ulving (1983). T

he debate over m
ultiple m

em
ory types continues today. B

ut for our pur- 
poses, it does not really m

atter w
hat the final story is. T

he exam
ple serves m

erely to illustrate the po- 
tential for conflict betw

een spec~
fic uses of SO

A
R

 and neuropsychological data. 
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studies of brain dam
age and brain abnorm

alities, for exam
ple, studies of am

nesi- 
acs w

hose episodic m
em

ory is m
uch m

ore severely im
paired than their sem

antic 
m

e
m

~
ry

.~
 

T
here is also som

e neuroim
aging w

ork (using scanning techniques to 
plot blood flow

 in the brain) that suggests that different neural areas are active in 
different kinds of m

em
ory tasks. Such studies all com

bine to suggest real and psy- 
chologically significant differences betw

een various m
em

ory system
s. 

T
he point about m

ultiple m
em

ory system
s m

ay be carried a step further by 
considering the m

ore general idea of m
ultiple cognitive system

s. R
ecent w

ork in 
so-called evolutionary psychology (see, e.g., T

ooby and C
osm

ides, 1992) challenges 
the ideas of uniform

ity and sim
plicity stressed by R

osenbloom
 et al. (1992, p. 293) 

and enshrined in their particular configuration of SO
A

R
. Instead of a uniform

 
learning procedure, single long-term

 m
em

ory, and a sm
all set of inference engines, 

the evolutionary psychologists depict the m
ind as a k

~
n

d
 of grab-bag of quite spe- 

cialized know
ledge-and-action stores, developed in a piecem

eal fashion (over evo- 
lutionary tim

e) to serve specific, adaptively im
portant ends. T

hey thus liken the 
m

ind to a Sw
iss arm

y lcnife-a 
collection of surprisingly various specialized im

- 
plem

ents housed in a single shell. Such cognitive im
plem

ents (som
etim

es called 
"m

odules") m
ight include one for thinking about spatial relations, one for tool 

use, one for social understanding, and so on (see, e.g., the list in T
ooby and C

os- 
m

ides, 1992, p. 113). E
volutionary psychology presents a radical and as yet not 

fully w
orked-out vision. [For a balanced assessm

ent see M
itchell (1999).] B

ut the 
general im

age of hum
an cognition as to som

e degree a "bag of tricks" rather than 
a neat, integrated system

 is w
inning support from

 a variety of quarters. It is gain- 
ing ground in w

ork in real-w
orld robotics, since special-purpose tricks are often 

the only w
ay to generate adaptive behavior in real tim

e (see C
hapter 6). A

nd it is 
gaining ground in som

e neuroscientific and neuropsychologlcal 
research pro- 

gram
s,7 In a great m

any quarters, the idea that intelligent activity is m
ediated by 

the sequential, serial retrieval of sym
bol structures from

 som
e functionally hom

o- 
geneous inner store is being abandoned in favor of a m

ore neurologically realistic 
vision of m

ultiple representational types and processes, operating in parallel and 
com

m
unicating in a w

ide range of different w
ays. N

otice, then, the extrem
e dis- 

tance that separates this im
age of cognition from

 the idea (N
ew

ell, 1990, p. 50) of 
a single sequence of cognitive actions draw

ing o
n

 a unified know
ledge store. Ser- 

ial retrieval of item
s from

 a hom
ogeneous know

ledge store m
ay w

ork w
ell as a 

m
odel of a few

 isolated fragm
ents of hum

an behavior (such as dolng a crossw
ord). 

B
ut, to quote M

arvin M
insky: 

Im
agine yourself sipping a drink at a party w

hile m
oving about and talking w

ith friends. 
H

ow
 m

any stream
s of processing are involved in shaping your hand to keep the cup 

%
quire and Z

ola-M
organ (1988) and Tulving (1989). 

'See, e.g., C
hurchland, R

arnachandran, and S
ejnow

ski (1994). S
ee also Ballard (1991). T

his w
ork is dis- 

cussed at length in C
lark (1997). 
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level, w
hile choosing w

here to place your feet? H
ow

 m
any processes help choose the 

w
ords that say w

hat you m
ean w

hile arranging those w
ords into suitable strings . . . 

w
hat about those other thoughts that clearly go on in parallel as one part of your m

ind 
keeps hum

m
ing a tune w

hile another sub-m
ind plans a path that escapes from

 this 
person and approaches that one. (M

insky, 1994, p. 101) 

M
insky's alternative vision depicts m

ind as an assortm
ent of subagencies, som

e 
of w

hich deploy special-purpose routines and know
ledge stores. T

he neuroscien- 
tist M

ichael A
rbib offers a related vision of neural com

putation as essentially dis- 
tributed w

ith different brain regions supporting different kinds of "partial repre- 
sentations." C

ognitive effects, A
rbib suggests, arise from

 the com
plex interactions 

of a m
ultitude of such concurrently active partial representations. T

he point, he 
says, is that "no single, central, logical representation of the w

orld need link per- 
ception and action-the 

representation of the w
orld is the pattern of relationships 

betw
een all its partial representations" (A

rbib, 1994, p. 29, original em
phasis). 

W
e should not, of course, m

istake every criticism
 of a particular use of SO

A
R

s 
for a criticism

 of classical, sym
bol-crunching A

.I. per se. P
erhaps one day there w

ill 
be sym

bol-processing system
s (perhaps even a version of SO

A
R

-see 
B

ox 2.2) that 
take m

uch m
ore account of the parallel, distributed, fragm

entary nature of real 
neural processing. C

ertainly there is nothing in the bedrock ideas of classical A
.I. 

(see C
hapter 1) that rules out either the use of parallel processing or of m

ultiple, 
special-purpose tricks and strategies. T

here are even up-and-running program
s that 

prove the point. W
hat seem

s m
ost at stake is the once-standard im

age of the ac- 
tual nature of the sym

bol structures involved. For the contents of such m
ultiple, 

"partial" representations are unlikely to be sem
antically transparent in the sense 

described earlier; they are unlikely to adm
it of easy interpretation in term

s of our 
high-level understanding of som

e problem
 dom

ain. Instead, w
e m

ust attend to a 
panoply of harder to interpret, "partial," perhaps "subsyrnbolic" (see C

hapter 4) 
states w

hose cum
ulative effect is to sculpt behavior in w

ays that respect the space 
of reasons and sem

antic sense. T
he spirit of this enterprise, it seem

s to m
e, is gen- 

uinely distinct from
 that of sym

bol system
 A

.I. Instead of going straight for the 
jugular and directly recapitulating the space of thought and reasons using logical 
operations and a language-like inner code, the goal is to coax sem

antically sensi- 
ble behavior from

 a seething m
ass of hard-to-m

anage parallel interactions betw
een 

sem
antically opaque inner elem

ents and resources. 

2.3 S
uggested R

eadings 
O

n classical A
.I. and the physical sym

bol system
 hypothesis, see A

. N
ew

ell and H
. Sim

on, 
"C

om
puter science as em

pirical inquiry: Sym
bols and search." In J. H

augeland (ed.), M
ind 

D
esign I1 (C

am
bridge, M

A
: M

IT Press, 1997, pp. 81-110). (N
ice original account of the 

Physical Sym
bol System

 H
ypothesis from

 tw
o of the early stars of classical artificial intelli- 

'For 
replies to som

e of these criticism
s, see R

osenbloom
 and L

aird (1993) 
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gence.) For the classical A
.I. endeavor in m

odem
 dress, see P. R

osenbloom
, 1. L

aird, A
. N

ew
ell, 

and R
. M

cC
arl, "A

 prelim
inary analysis of the SO

A
R

 architecture as a basis for general in- 
telligence." In D

. K
irsh (ed.), F

oundations of A
rtificial Intelligence (C

am
bridge, M

A
: M

IT
 

Press, 1992, pp. 289-325). 
For im

portant critiques of classical A
.I., see J. Searle, "M

inds, brains and program
s." In 

J. H
augeland (ed.), M

ind D
esign II (C

am
bridge, M

A
: M

IT
 Press, 1997, pp. 183-204). (C

risp, 
provocative critique of classical A1 using the infam

ous C
hinese R

oom
 thought experim

ent.) 
H

. D
reyfus, "Introduction" to his W

hat C
om

puters Still C
an't D

o (C
am

bridge, M
A

: M
IT

 
Press, 1992). (T

he "everyday coping" objections, and som
e intriguing com

m
ents on the con- 

nectionist alternative to classical A
.I.) D

. D
ennett, "C

ognitive w
heels: T

he fram
e problem

 
of A

I." In M
. B

oden (ed.), The Philosophy of A
rtificial Intelligence (O

xford, E
ngland: O

xford 
U

niversity Press, 1990, pp. 147-170). (A
nother take on the problem

 of form
alizing com

- 
m

on-sense reasoning, w
ritten w

ith D
ennett's custom

ary verve and dash.) 
For som

e recent retrospectives on classical A
.I., its attractions an

dpi+
lk 

see S. Franklin, 
A

rtificial M
inds (C

am
bridge, M

A
: M

IT
 Press, 1995, C

hapters 4 and 5), and the various per- 
spectives represented in the 11 review

s collected in Section 1 ("Sym
bolic m

odels of m
ind") 

of W
. C

lancey, S. Sm
oliar, and M

. Stefik (eds.), C
ontem

plating M
inds (C

am
bridge, M

A
: M

IT
 

Press, 1994, pp. 1-166). A
 useJul collection is J. H

augeland's M
ind D

esign 11 (C
am

bridge, 
M

A
: M

IT
 Press, 1997), especially (in addition to the pieces by Searle and by N

ew
ell and Si- 

m
on cited above) the introduction "W

hat is m
ind design?" by J. H

augeland and the papers 
by M

insky ("A
 fram

ew
ork for representing know

ledge") and D
reyfus ("From

 m
icro-w

orlds 
to know

ledge representation: A
.I. at an Im

passe"). 

P
A

TTE
R

N
S

, C
O

N
TE

N
TS

, A
N

D
 C

 

3.1 Sketches 

T
he seductive allure of sym

bol-crunching cogni- 
tive science, for the philosopher, lay n

o
t just in

 its 
prom

ise to
 explain intelligent behavior. It lay also 

in th
e prom

ise of accounting, in
 a rather direct 

w
ay, for th

e dram
atic explanatory an

d
 predictive 

pow
ers of daily m

entalistic discourse. W
e have 

seen h
in

ts of this interest in
 the preceding chap- 

ters. It is n
o

w
 tim

e to
 confront th

e issues head on. 
R

ecall F
odor's suggestion (rehearsed in

 the Introduction) th
at th

e practice of 
treating o

n
e another as m

ental agents-as 
loci of beliefs, desires an

d
 so

 on-serves 
us so w

ell because it em
bodies a basically tru

e theory of o
u

r inner w
orkings. It 

w
orks because beliefs, desires, an

d
 th

e like are indeed real in
n

er states w
ith causal 

pow
ers. F

odor's belief, clearly laid o
u

t in
 C

hapter 1 of his P
sychosem

antics (1987), 
is th

at the bedrock story told by sym
bol-crunching artificial intelligence is largely 

true, an
d

 that this constitutes a scientific "vindication" (F
odor's term

) of daily "folk 
psychological" discourse. F

odor thus holds th
at the im

age of m
indw

are as a col- 
lection o

f in
n

er sym
bols an

d
 com

putational processes defined over th
em

 actually 
show

s how talk of beliefs, desires, an
d

 so o
n

 can be (generally speaking) true, use- 
ful, an

d
 predictively potent. 

T
he vindication, properly laid o

u
t, takes th

e fo
rm

 of w
hat F

odor calls th
e R

ep- 
resentational T

heory of M
in

d
 (R

T
M

) an
d

 it goes like this: 

1. P
ropositional attitudes pick o

u
t com

putational relations to
 internal representa- 

tions. 

2. M
ental processes are causal processes that involve transitions betw

een internal 
representations. 
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T
hese tw

o claim
s (F

odor, 1987, pp. 16-20) 
yield a sw

ift, sim
ple account 

of the surprising success of folk psychology and of the phenom
enon of reason- 

respecting chains of thought. For the folk psychological discourse is now
 im

agined 
to track real, causally potent inner states w

hose contents, at least in central cases, 
m

atch the contents specified by the "that-clause." If I predict your going indoors 
because I have been told you believe it is going to rain, m

y prediction w
orks (ac- 

cording to
 this story) because your brain does indeed contain an inner state that 

m
eans "it is going to rain" and because that inner state is such as to cause both 

further m
ental states (such as your belief that it w

ould be w
ise to go indoors) and 

actions (your actually going indoors). In Fodor's w
ords: 

To a fust approxim
ation, to think "it's going to rain; so I'll go indoorsn is to have a 

tokening of a m
ental representation that m

eans I'll go indoors caused, in a certain w
ay, 

by a tokening of a m
ental representation that m

eans, it's 
going to rnin. (Fodor, 1987, 

P 
17) 

W
e have already m

et this kind of story in the previous chapters. T
he stress 

there w
as o

n
 show

ing how
 rationality could be physically ("m

echanistically") pos- 
sible. It is now

 clear that giving a sim
ple, scientific story to explain the success of 

folk psychological explanation and prediction is sim
ply the other side of the sam

e 
coin. T

he key m
ove, in both cases, is to assert that m

ental contents and inner 
causally potent states m

arch closely in step. C
om

m
onsense psychology w

orks, ac- 
cording to

 Fodor, because it really does track these causally potent inner states. 
T

here are, naturally, som
e caveats and w

rinkles (see, e.g., Fodor, 1987, pp. 20-26; 
C

lark, 1993, pp. 12, 13). B
ut such is the big picture nonetheless. 

B
ut w

hat if there are no inner states that so closely m
atch the structures and 

contents of propositional attitude talk? S
uch is the view

 of a second m
ajor pro- 

tagonist in the debate over folk psychology, the neurophilosopher Paul C
hurch- 

land. W
e shall exam

ine, in the next chapter, the shape of the alternative ("con- 
nectionist") vision of the inner realm

 that C
hurchland endorses. For the present, 

it w
ill suffice to take note of his very different attitude tow

ard com
m

onsense 
psychology. 

C
om

m
onsense psychology (see B

ox 3.1), C
hurchland believes, is a quasisci- 

entific theory of the unseen causes of our behavior. B
ut w

hereas Fodor thinks the 
theory is basically true, C

hurchland holds it to be superficial, distortive, and false 
both in spirit and in detail. Its predictive successes, C

hurchland argues, are shal- 
low

er and less encom
passing than Fodor and others believe. For exam

ple, C
hurch- 

land (1981) depicts folk psychology as inadequate in that 

1. it w
orks only in a lim

ited dom
ain (viz. som

e aspects of the m
ental life of nor- 

m
al, hum

an agents), 

2. its origins and evolution give cause for concern, and 

3. it does not seem
 to "fit in" w

ith the rest of our scientific picture of ourselves. 
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R
egarding (1) C

hurchland cites sleep, creativity, m
em

ory, m
ental illness, and in- 

fant and anim
al thought as phenom

ena o
n

 w
hich folk psychology has shed n

o
 light. 

R
egarding (2) he notes the general unreliability of unscientific folk theories (of as- 

tronom
y, physics, etc.) and the fact that the theory does not seem

 to have altered 
and progressed over the years. R

egarding (3) he notes that there is n
o

 sign as yet 
of any system

atic translation of the folk talk into hard neuroscience o
r physics. It 

is this last w
orry that, I think, actually bears m

ost of the w
eight of C

hurchland's 
skepticism

. H
e believes, like Fodor, that folk psychology requires a very specific 

kind of "scientific vindicationw
-one 

that effectively requires the discovery of in- 
ner item

s that share the contents and structures of the folk psychological appara- 
tus. B

ut w
hereas Fodor, influenced by the form

at of basic physical sym
bol system

 
A

.I., thinks that such inner analogues are indeed to
 be found, C

hurchland, influ- 
enced by neuroscience and alternative form

s of com
putational m

odels, thinks such 
an outcom

e unlikely in the extrem
e. Failing som

e such outcom
e, the folk appara- 
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tus, C
hurchland believes, is discredited. H

is conclusion is thus directly opposed to 
Fodor's. 

W
e . . . need an entirely new

 kinem
atics and dynam

ics w
ith w

hich to com
prehend hu- 

m
an cognitive activity. O

ne draw
n, perhaps, from

 com
putational neuroscience and 

connectionist A
.I. Folk psychology could then be put aside in favor of this descriptively 

m
ore accurate and explanatorily m

ore pow
erful portrayal of 

the reality w
ithin. 

(C
hurchland, 1989, p. 125) 

T
here is how

ever, a third possibility: perhaps the (putative) lack of inner struc- 
tural analogues to the folk apparatus is not so dam

ning after all. Perhaps the folk 
fram

ew
ork does not need "vindication" by any such inner scientific story. Such, in 

barest outline, is the view
 of the third key player in this debate, the philosopher 

D
aniel D

ennett. H
e asks us, for exam

ple, to consider the follow
ing story: 

Suppose, for the sake of dram
a, that it turns out that the sub-personal cognitive psy- 

chology [the inner cognitive organization] of som
e people turns out to be dram

atically 
different from

 that of others. O
ne can im

agine the new
spaper headlines: "Scientists 

Prove M
ost L

eft-H
anders Incapable of B

eliefn or "Startling D
iscovery-D

iabetics 
H

ave 
N

o D
esires." B

ut this is not w
hat w

e w
ould say, no m

atter how
 the science turns out. 

A
nd our reluctance w

ould not be just conceptual conservatism
, but the recognition of 

an obvious em
pirical fact. For let left and right-handers (or m

en and w
om

en, or any 
other subsets of people) be as internally different as you like, w

e already know
 that 

there are reliable, robust patterns in w
hich all behaviorally norm

al people participate- 
the patterns w

e traditionally describe in term
s of belief and desire and the other term

s 
of folk-psychology. (D

ennett, 1987, pp. 234-235) 

It w
ill be useful, at this point, to clearly distinguish betw

een tw
o types of ques- 

tion that m
ay be raised concerning the apparent successes of com

m
onsense psy- 

chology, viz. 

1. E
m

pirical or scientific questions such as w
hy does com

m
onsense m

ental talk 
w

ork in the case of, e.g., norm
al, adult hum

an agents? 

2. M
ore philosophical or conceptual questions such as w

hat m
ust be the case if 

such com
m

onsense explanations are to be good, proper, true, or otherw
ise le- 

gitim
ate, for hum

ans or for any other beings w
e m

ay one day encounter? 

T
hese tw

o broad classes of questions interrelate in various w
ays. B

ut they are 
nonetheless quite distinct. For exam

ple, it m
ay be that m

entalistic talk w
orks w

hen 
applied to us because w

e are indeed physical sym
bol system

s as defined in the pre- 
vious chapter. Y

et even if that w
ere so, it w

ould not follow
 that such talk is incor- 

rectly applied to beings w
hose behaviors issue from

 som
e alternative kind of inner 

organization. T
his is w

hat D
ennett's fable seeks to illustrate. T

he philosophical grail, 
it seem

s, is thus an answ
er to a m

ore general question, viz. 

3. W
hat determ

ines m
em

bership of the general class of beings that m
ay properly 

be described using the apparatus of daily m
entalistic discourse? 
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T
hus, for exam

ple, the general class of gases includes oxygen and hydrogen, and 
m

em
bership is determ

ined by the property of indefinite expansion at ordinary tem
- 

peratures. N
ot all general classes, of course, need be scientifically determ

ined-the 
class of charitable acts, for exam

ple. 
T

he literature displays tw
o broad types of answ

ers to the "class m
em

bership" 
question. O

ne type of answ
er, favored by both Fodor and C

hurchland, asserts that 
m

em
bership is fxed by facts about inner cognitive organization, along perhaps 

w
ith relations betw

een such inner facts and w
orldly states (see B

ox 3.2). T
he other 

type of answ
er asserts that m

em
bership depends only on behavior patterns, how

- 
ever caused. D

ennett's 
fable about the right- and left-handers illustrates his ap- 

parent (but see below
) com

m
itm

ent to this second type of answ
er. L

et us now
 lay 

out D
ennett's position in m

ore detail. 
W

henever w
e understand, predict, or explain the behavior of som

e object by 
talking about it as believing x, desiring y, and so on, w

e are, in D
ennett's phrase, 

adopting an "intentional stance." W
e are treating the system

 as if it w
ere m

aking 
intelligent choices in line w

ith its beliefs, desires, and needs. It is notew
orthy, how

- 
ever, that the class of system

s to
 w

hich w
e m

ay successfully apply such a strategy 
is disquietingly large. W

e say that the car w
ants m

ore petrol, the plant is seeking 
the light, the dishw

asher believes the cycle is finished, and so on. It is som
ew

hat 
unnerving, then, to hear D

ennett roundly assert that 

any object . . . w
hose behavior is w

ell predicted by this strategy is in the hllest sense 
of the w

ord a believer. W
hat it is to be a true believer is to be an intentional system

, a 
system

 w
hose behavior is reliably and volum

inously predictable via the intentional strat- 
egy. (D

ennett, 1987, p. 15) 

P
art of D

ennett's project here is to convince us that the corner5tone of the dis- 
tinctive kind of behavioral success enjoyed by hum

an agents is precisely the kind 
of good design displayed by a very w

ide variety of cases of biological system
s (plants, 

other anim
als) and by som

e hum
anly created artifacts. T

he leading idea is that 
com

m
onsense psychology operates o

n
 the assum

ption that the target system
 (the 

person, anim
al, dishw

asher, or w
hatever) is w

ell designed and that it w
ill therefore 

behave in w
ays that m

ake sense: it w
ill not just act random

ly, but w
ill instead tend 

to do w
hat is effective (given its needs or purposes) and tend to believe w

hat is 
true and useful to it (see D

ennett, 1987, pp. 49, 73). T
hus im

agine a creature (call 
it a D

en) that inhabits an environm
ent consisting of green food particles and yel- 

low
 poison particles. D

en has, unsurprisingly, evolved decent color vision. D
en 

m
ust also eat about every 4 hours to survive. W

e observe D
en resting for several 

hours, then aw
akening, approaching a green particle, and ingesting it. T

aking the 
intentional stance w

e com
m

ent that "D
en w

anted som
e food, and chose the green 

particles because he believed they are good to eat." T
he folk psychological gloss 

w
orks because D

en is w
ell designed. E

volution tolerates only those of her children 
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H
ow

 D
o
 M

E
N

T
A

L 
R

EPR
ESEN

TATIO
N
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G

E
T

 TH
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IR
 CO

N
T

E
N

T
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w
ho seek w

hat is good for them
, and w

ho perceive things aright. C
reatures not 

thus endow
ed exhibit, in Q

uine's tender w
ords, 

A
 pathetic but praisew

orthy tendency to die before reproducing their kind. (Q
uine, 

1969, p. 126) 

T
he intentional stance is thus presented as a special case of w

hat D
ennett calls 

the "design stance" viz. a w
ay of understanding objects by reference to w

hat they 
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are supposed to do. W
hat the intentional stance adds to an ordinary design- 

oriented perspective is the idea that the target system
 is not just w

ell designed but 
rational-in 

receipt of inform
ation and capable of directing its actions (in light of 

such inform
ation) in w

ays likely to yield successful behaviors and the satisfaction 
of its needs. 

T
he close link betw

een the intentional stance and the assum
ptions of good de- 

sign and rational choice m
eans, of course, that there w

ill be occasions w
hen the 

strategy fails. For design and evolution are, at the end of the day, unable to pro- 
duce the perfect cognizer. T

he perfect cognizer w
ould be, for exam

ple, aw
are of all 

truths, prone to n
o

 illusions or errors, and capable of instant cost-free decision 
m

aking. W
ould that w

e w
ere! R

eal cognizers, by contrast, are at best im
perfect en- 

gines of reason and perception. R
ecall D

en. D
en m

ay, for exam
ple, em

ploy an op- 
tical system

 subject to
 the follow

ing illusions: w
hen the light source is dim

 and at 
an angle of 37" to the eye, yellow

 looks green and vice versa. B
ad new

s for evening 
m

eals! B
ad new

s too for evening applications of the intentional stance, for under 
those specific circum

stances a prediction based on the idea that the system
 w

ill act 
optim

ally w
ill fail. D

en w
ill eat the poison particles and suffer the consequences. 

T
he intentional stance is thus a tool that w

e m
ay use to m

ake sense of the bulk 
of the daily behavior of w

ell-designed, rational beings. It is a tool that w
ill, how

- 
ever, fail us in the face of design flaw

s, hardw
are failures, and the like. C

om
m

on- 
sense m

entalistic discourse, shot through w
ith the use of the intentional stance, is 

thus to be view
ed as 

a rationalistic (i.e., rationality-assum
ing) calculus of interpretation and prediction- 

an idealizing, abstract, instrum
entalistic interpretation m

ethod that has evolved be- 
cause it w

orks and that w
orks because w

e have evolved. (D
ennett, 1987, p. 49) 

W
hat is m

ost contentious about D
ennett's claim

 is the idea that being a be- 
liever (w

hich w
e now

 treat as shorthand for being the proper object of a variety of 
propositional attitude ascriptions) just is being a creature w

hose behavior can use- 
fully be understood by m

eans of the intentional stance. F
or the intentional stance 

is just that-a 
stance. A

nd, as w
e saw

, w
e m

ay take it tow
ard anything, regardless 

of its provenance or construction, just so long as w
e find it useful to do so. T

his 
can seem

 to m
ake "being a believer" into w

hat som
e critics dub a stance-dependent 

feature: an agent X
 has beliefs stance-dependently 

just in case som
e other agent 

Y
 finds it predictively useful to treat X

 as ifit had beliefs. Stance-independent fea- 
tures, by contrast, are possessed (or not possessed) regardless of anyone actually, 
o

r even potentially, looking at the object in a certain w
ay. A

s L
ynne R

udder-B
aker 

puts it, 

although one m
ay correctly predict that a certain glass of w

ater w
ill freeze at 0 degrees 

centigrade, the w
ater's having the property of freezing at 0 degrees centigrade does not 

depend on anyone's (possible) predictive strategies. O
n [D

ennett's] theory, on the other 
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hand, the feature that som
eone has of believing that w

ater freezes at 0 degrees is de- 
term

ined by the (possible) predictive strategies of others. (R
udder-B

aker, 1994, p. 334) 

It is w
orth bearing in m

ind, how
ever, that D

ennett explicitly rejects the idea 
that "being a believer" is all "in the eye of the beholder." Instead, the claim

 is that 
the intentional stance gets a grip because there exist real, objective patterns in hu- 
m

an and anim
al behavior that are fully observer independent. A

n observer w
ho 

failed to see the pattern w
ould be m

issing "som
ething perfectly objective" (D

en- 
nett, 1987, p. 25). T

hese patterns are discernible, how
ever, only through the spe- 

cial lens of a m
entalistic perspective, m

uch as an objective pattern in a light dis- 
play m

ay be discernible only via a lens that highlights specific frequencies and 
suppresses others (see B

ox 3.3). 
T

his em
phasis o

n
 real patterns is im

portant. For w
hat D

ennett m
ost fears is 

the "m
isplaced concreteness" (1987, p. 55) of the im

age of beliefs (etc.) as literally 
w

ritten out in an inner code. A
lthough not flatly denying the possibility of such 

"inner sentences," D
ennett is adam

ant that com
m

onsense m
entalistic talk does not 

require the existence of such inner item
s to establish its legitim

acy. Instead, the 
com

m
onsense discourse is said to be "abstract" in that the m

ental states it attrib- 
utes are not required to show

 up as "intervening distinguishable states of an in- 
ternal behavior-causing system

" (D
ennett, 1987, p. 52). B

elief-states and the like 
are thus real in just the sam

e sense as other "abstracta" such as centers of gravity, 
the equator, and so on. A

 center of gravity, being a m
athem

atical point, has n
o

 
spatial extension. Y

et w
e can, it seem

s, truly assert that the gravitational attraction 
betw

een the earth and the m
oon is a force acting betw

een the centers of gravity of 
the tw

o bodies (see D
ennett, 1987, p. 72). D

ennett is suggesting that 

beliefs . . . are like that-[they 
are] abstracta rather than part of the "furniture of the 

physical w
orld" and [are] attributed in statem

ents that are true only if w
e exem

pt them
 

from
 a certain fam

iliar standard of literality. (D
ennett, 1987, p. 72) 

T
he particular structure and articulation of the folk fram

ew
ork, D

ennett be- 
lieves, is unlikely to be replicated in any inner arena. T

he genuine inner concreta 
to be found in the brain, he suspects, w

ill not look anything like the beliefs w
e 

identify in the folk discourse. Instead, they w
ill be "as yet unnam

ed and unim
ag- 

ined neural data-structures of vastly different properties" 
(D

ennett, 1987, p. 70). 
B

ut the folk talk nonetheless serves to
 pick out real patterns in the behavior of 

m
ore-or-less rational, w

ell-designed agents. Such folk explanations are (for D
en- 

nett) no m
ore underm

ined by the lack of corresponding inner concreta than are 
scientific stories invoking extensionless item

s such as centers of gravity. 
T

he triangle is thus com
plete. A

t the base, and in direct but purely em
pirical 

opposition, w
e find Fodor and C

hurchland. Fodor expects science to validate the 
folk im

age by identifying inner states w
hose contents and structures closely m

atch 
the contents and structures of daily ascriptions of beliefs, desires, and so on. 
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C
hurchland anticipates no such m

atch and pronounces the folk fram
ew

ork m
is- 

guided and chim
erical: a "dead parrot" (C

hurchland, 1989, p. 127). A
t the apex, 

and pursuing the debate in rather different term
s, sits D

ennett. L
ike C

hurchland, 
he anticipates no close m

atch betw
een the folk and the scientific im

ages. B
ut un- 

like both C
hurchland and F

odor, he holds the goodness of the folk fram
ew

ork to 
be established independently of particular facts concerning the form

s of inner pro- 
cessing and data storage. R

oll up and place your bets. 

3.2 D
iscussion 

A
. 

C
A

U
SE

S, R
E

A
SO

N
S, A

N
D

 SC
A

T
T

E
R

E
D

 C
A

U
SE

S 

W
hy believe that the folk stories need inner echoes to legitim

ate them
? T

he m
ain 

reason, I think, is the idea that reasons (as identified in folk explanations) m
ust be 

straightforw
ard causes. A

ny genuine realist concerning the m
ental, according to, 

e.g., 
F

odor, 1987, p. 12), m
ust treat m

ental states as causally potent. Such states 
m

ust m
ake things happen. A

ny genuine vindication of folk psychology m
ust thus 

show
 how

 the m
ental states it nam

es have causal pow
ers. H

ow
 else, one m

ight ask, 
could m

y belief that the beer is chilled explain m
y going to the fridge? O

nly, surely, 
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if the belief som
ehow

 exists inside m
e and actually gives m

y legs a shove.' T
his is 

crudely put, but Y
O

U
 get the idea. T

he validation of our com
m

onsense claim
s seem

s 
to depend on the existence of inner states w

hose causal pow
ers line up w

ith their 
sem

antic interpretation, their content. T
he im

age of m
ind as a physical sym

bol sys- 
tem

 and the scientific validation of com
m

onsense psychology thus look, at first 
blush, to go hand in hand. 

Second blushes, how
ever, can be revealing. For it is one thing to insist that m

y 
belief that it is raining m

ust be a genuine cause and quite another to insist, as Fodor 
seem

s to do, that there be a neat, w
ell-individuated inner item

 that corresponds 
to it. C

onsider, for exam
ple, the claim

 that a global depression caused increased un- 
em

ploym
ent in O

hio. T
he phrase "global depression" here nam

es w
hat m

ight be 
term

ed a scattered cause.2 T
he kind of causal chain w

e im
agine is, in such cases, 

rather different from
 the straightforw

ard im
age of sim

ple "push and shove" cau- 
sation. T

here is, to be sure, som
e residual sense of "shove" im

plied: the sense of a 
force arising out of the com

bination and interaction of m
ultiple, w

idely spatially 
distributed factors and acting so as to induce cases of local unem

ploym
ent. B

ut 
there is nothing corresponding to the klnd of "billiard ball causation," in w

hich 
one real w

orld object actually strikes another. A
s one philosopher recently put it: 

a belief is not portrayed by folk w
isdom

 as a m
echanical part of a person. It is not that 

L
, 

E
rica's belief pushed on p

art C
, w

hich activated engine E and so on. (L
ycan, 1991, 

p. 279) 

It is tem
pting, to treat the folk fram

ew
ork as nam

ing som
ething like scattered 

causes. T
his m

ay even be w
hat D

ennett has in m
ind w

hen speaking of the folk con- 
structs as abstracta and insisting on the goodness of a folk psychological explana- 
tion despite any lack of neat inner analogues to the states and processes invoked. 

W
e should, how

ever, distinguish this idea of (real but) scattered m
ental cau- 

sation from
 the m

uch m
ore problem

atic idea of (w
hat I w

ill call) ungrounded cau- 
sation. Scattered causation occurs w

hen a num
ber of physically distinct influences 

are usefully grouped together (as in the notion of an econom
ic depression) and 

are treated as a unified force for som
e explanatory purpose. U

ngrounded causa- 
tion, by contrast, occurs w

hen w
e confront a robust regularity and seek to estab- 

'I here 
a subdebate centered on the notion of em

ergent rule follow
ing. D

ennett (1981, p. 107) 
Bives the 

of the chess-playing m
achine that is usefully treated as "w

anting to get its queen out 
earlf 

yet w
hose program

 contains no explicit line or lines of code stating any such goal. In such cases, 
llen

n
ett 

the lack of a neat inner echo in no w
ay underm

ines the play-level characterization. 
In responsel 

Fodor (1987) introduces the idea of core cases. R
oughly he insists that putative m

ental 
'O

ntents 
need in

n
e
r tokens, but that psychological law

s and tendencies do not-such 
law

s and ten- 
m

ay Instead 
be em

ergent out of other explicitly represented procedures or out of sheer hard- 
w

are 
(FO

dor, 1987, p. 25). D
ennett accepts the idea of core representation (D

ennett, 
1987' '' 70)' but denies that the folk fram

ew
ork need find an echo even there. 

ae 
term

 is 
O

n
 L

~
can's (1491) notion of a "scattered representation"-see 

LyC
an (1991, P. 279). 

lish it as causal w
th

 no reference to any underlying com
plex (how

ever scattered 
and disparate) of physical influences. O

ne w
ay to do this is to em

ploy a validation 
strategy that invokes only w

hat R
uben (1994) calls "sam

e-level counterfactuals." A
 

counterfactual is just a claim
 of the form

 "if such and such had (or had not) oc- 
curred, then so and so w

ould have follow
ed-for 

exam
ple "If she had not played 

a lob, she w
ould have lost the m

atch." 
H

ow
 m

ight such counterfactuals help in the case of putative instances of m
en- 

tal causation? C
onsider (yet again) the belief that it is raining and the event of m

y 
taking the um

brella. W
hat m

akes it the case that the form
er actually caused the 

latter? A
ccording to a purely counterfactual approach, the causal relevance is es- 

tablished by the truth of a num
ber of claim

s such as "if he had not believed it w
as 

raining then (other things being equal) he w
ould not have taken the um

brella." 
Such counterfactuals highlight the special relevance of the belief that it is raining 
to the specific action of taking the um

brella. P
erhaps I also believe that m

y cat is 
enorm

ous (I do). B
ut the counterfactual "if A

ndy did not believe his cat w
as enor- 

m
ous he w

ould not have taken the um
brella" is sim

ply false. M
y beliefs about the 

enorm
ity of m

y cat are not, it seem
s, relevant to m

y um
brella-taking behaviors. 

Such counterfactual indicators can (and should) be invoked as evidence of 
causal relations, as in "if there w

as no global depression then (other things being 
equal) there w

ould be less unem
ploym

ent in O
hio." T

he counterfactuals, in such 
cases, are plausibly seen as explained by an underlying but scattered and disparate 
chain of real causal influences. A

 m
ore radical suggestion, how

ever, w
ould be that 

patterns of counterfactuals m
ay directly establish causal relevance, and hence that 

the details of the underlying physical story are strictly irrelevant to the project of 
establishing w

hat causes w
hat. 

D
espite its surface attractions (enough to tem

pt the present w
riter-see 

C
lark, 

1993, C
hapter lo), 1 now

 doubt that the purely counterfactual, ungrounded ap- 
proach can be m

ade to
 w

ork. T
he issues are com

plex and som
ew

hat beyond the 
scope of this brief treatm

ent. B
ut tw

o obvious problem
s m

ay be cited. 
First, as noted above, it is rather odd to appeal to counterfactuals to constitute 

causal facts. Instead, w
e should expect the causal facts to explain w

hy certain coun- 
terfactuals hold. 4

n
d

 second, the approach seem
s to assum

e the existence of be- 
liefs, etc. in setting up the sam

e level counterfactuals. It thus looks ill suited to fig- 
ure as an argum

ent in favor of the validity of that very fram
ew

ork. In the end, all 
that the bare counterfactuals show

 is w
hat w

e knew
 already: that the folk fram

e- 
w

ork enjoys som
e degree of predictive success. B

ut then (as C
hurchland, 1989, 

p. 126 and elsew
here rem

inds us) so did alchem
y, and the astronom

ical theory of 
nested crystal spheres! 

T
he m

ore plausible claim
 is that the folk discourse typically nam

es scattered 
inner (and possibly inner and outer-see 

C
hapter 8

) causes. Scattered causes can 
have distinctive origins and reliable effects, and it is these regularities that m

oti- 
vate their conceptualization as scattered causes, i.e., as items (such as an econom

ic 
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depression). W
hat the various counterfactuals do is to highlight these regularities 

S
O

 as to help justify our use of sim
ple unitary labels (such as "the econom

ic de- 
pression'' 

or "the belief that it is raining") in som
e explanator- context (and see 

B
ox 3.4 for a related proposal). 

T
his is not to say, of course, that the notion of scattered causation is itself un- 

problem
atic. In particular, w

e need to be m
uch clearer (see Section B

 follow
ing) 

about w
hat distinguishes a case of "genuine but scattered" causation from

 the case 
of no causation at all! B

ut the picture of scattered causes at least m
aintains the link 

betw
een causal claim

s and scientific stories concerning real physical effects. A
nd 

the im
age fits nicely w

ith recent w
ork (see C

hapters 4-8) o
n

 connectionism
, col- 

lective effects, em
ergence, and dynam

ic system
s. It is, in any event, im

portant to 
be as clear as possible concerning w

hat is being claim
ed w

hen w
e say that beliefs 

are som
ehow

 real yet do not correspond to "things" in the head. D
ennett invites 

us to treat them
 as abstracta. B

ut w
e m

ay w
onder if the real idea (see, e.g., D

en- 
nett, 1987, pp. 71-76) isn't that they m

ay be scattered concreta (scattered, perhaps, 
not just inside the skull, but even across the brain and the w

orld-see 
C

hapter 8 
and com

m
ents in D

ennett, 1996, pp. 134-152). 

B. 
ST

A
N

C
E

S 

D
ennett's attem

pt to liberate com
m

onsense psychology from
 full-blooded Fodor- 

iJ
 

ian realism
 w

hile avoiding C
hurchland-style "elirninati~

ism
"~

 
involves one easily 

m
isunderstood elem

ent, viz. the appeal to an intentional stance. T
he idea, as w

e 
saw

, is that facts about belief, desire, and so on are only facts about the tendency 
of som

e object (e.g., a person, or a car) to succum
b to a certain interpretative ap- 

proach, viz. an approach that treats the object as a rational agent and ascribes to 
it beliefs and desires (for this reason, the position is som

etim
es called "ascrip- 

tivism
"). W

hat m
akes all this stance talk superficially uncom

fortable, of course, is 
the staunch realist intuition that m

y having certain beliefs is logically independent 
of anyone else (actually or possibly) finding it useful to ascribe them

 to m
e at aU

. 
C

onversely, it looks-from
 

the sam
e staunchly realist position-as 

if som
eone 

m
ight find it useful to ascribe to m

e all kinds of beliefs that I in fact do not have, 
just so long as this helps them

 to predict m
y behavior (just as ideas about nested 

crystal spheres helped som
e people predict astronom

ical events, despite proving 
ultim

ately false). 
(M

isltaken as pure ascriptivism
, D

ennett's position certainly confronts prob- 
lem

s. A
part from

 the sheer counterintuitiveness of the proposal, it leads to all sorts 
of internal problem

s. T
hus R

udder-B
aker (1994, p. 336) notes that D

ennett, like 
the rest of us, "takes beliefs to provide reasons that cause us to behave one w

ay 

3So-called because C
hurchland proposes to elim

inate the com
m

onsense n
otion

s from
 our final inven- 

tory of the real contents of the universe. 

P
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rather than anothern and cites D
ennett (1984, C

hapter 2) as evidence. B
ut, she ar- 

gues, if beliefs are to have such causal efficacy they cannot be “m
erely stance- 

dependent," but m
ust instead be real features of the w

orld, irrespective of anyone's 
possible predictive strategies. O

ne w
ay out w

ould be to treat causal efficacy as it- 
self a stance-dependent feature. B

ut there is no sign that this is D
ennett's w

ish and 
his avow

ed realism
 about ordinary physical phenom

ena seem
s to point the other 

w
ay. R

udder-B
aker thus accuses D

ennett of w
idespread inconsistencies (for other 

exam
ples, see R

udder-B
aker, 1994) in his use of the idea of beliefs, etc. as stance- 

dependent features. 
Further 

pressure on 
the 

notion 
of 

intentional 
states as 

m
erely stance- 

dependent features com
es from

 the elim
inativist cam

p led by Paul C
hurchland. 

C
hurchland and D

ennett are, w
e saw

, of one m
ind in doubting that the neurosci- 

entific facts w
ill prove com

patible w
ith the full-blow

n Fodorian idea of inner sym
- 

bol strings that replicate the structures and contents of folk psychological m
ental 

state ascriptions. Y
et D

ennett holds that beliefs are as real and legitim
ate as te

n
- 

ters of gravity and econom
ic depressions-abstracta 

in good standing, w
hile 

C
hurchland holds beliefs to be as unreal as alchem

ical essences and phlogiston- 
the putative concreta of m

isguided theories, ripe for overthrow
 and w

holesale re- 
placem

ent. G
iven their agreem

ent concerning w
hat is likely to be found "in the 

head," C
hurchland is puzzled by D

ennett's continued defense of folk psychology. 
H

e accuses D
ennett of "arbitrary protectionism

" and "ill m
otivated special plead- 

ing" (C
hurchland, 1989, p. 125). By the sam

e token, C
hurchland argues, w

e m
ight 

as w
ell protect the false theories of alchem

y, im
petus, and nested crystal spheres: 

w
e could, of course, set about insisting that these "things" are real and genuine after 

all, though m
ere abstracta to be sure. B

ut none of us is tem
pted to salvage their real- 

ity by such a tortured and transparent ploy. W
hy should w

e be tem
pted in the case of 

the propositional attitudes? (C
hurchland, 1989, p.126) 

T
he best response to both C

hurchland and R
udder-B

aker is to abandon any 
suggestion that hum

an m
ental states are m

erely stance dependent. M
entalistic dis- 

course, as D
ennett repeatedly insists, picks out real threads in the fabric of causa- 

tion. W
e need not, how

ever, think that such threads m
ust show

 up as neat item
s 

in an inner neural econom
y. Instead, and follow

ing the discussion in the previous 
section, w

e m
ay treat the m

entalistic attributions as nam
es for scattered causes that 

operate via a com
plex w

eb of states distributed throughout the brain (and, per- 
haps, the body and w

orld-see 
C

hapters 4 through 8). 
T

his response exploits the fact, nicely noted by R
udder-B

aker (1994, p. 342) 
that "one could be a realist about belief and identify a belief w

ith a com
plex state 

of a subject and the environm
ent." T

he problem
, then, is to distinguish the idea 

of beliefs as scattered causes from
 "special pleading" and "ill-m

otivated protec- 
tionism

." W
hen is a cause real but scattered, as opposed to not being real at all? 
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T
his is a nice question and one that dem

ands a m
uch m

ore extensive discus- 
sion than can be provided here. Som

e useful questions to consider m
ight include: 

does the (putative) scattered cause figure in a w
ide range of effective predictions, 

counterfactuals, and explanations? D
oes it figure in any kind of articulated theory 

of a dom
ain? D

oes it allow
 theories in one dom

ain to be linked to theories in other 
dom

ains? D
o w

e have any positive reasons to rejectthe claim
 that w

e here confront 
a case of scattered causation? A

nd so on. 
T

he folk discourse actually fares rather w
ell in the face of such questioning. 

A
s Fodor insists, it does indeed support a w

ide range of predictions, counterfac- 
tuals, and explanations. It im

plicitly specifies a fairly deep and articulated theory 
of daily behavior. It allow

s theories in social psychology, econom
ics, politics, and 

sociology to interrelate in various w
ays. A

nd, pace C
hurchland, I see no positive 

evidence against it. T
here is, of course, the apparent lack of neat inner brain states 

directly corresponding to the folk item
s-but 

this is obviously pow
erless as evi- 

dence against the im
age of the folk item

s as scattered causes. 

C
. 

U
P

G
R

A
D

IN
G

 TH
E B

A
SIC

 B
ELIEV

ER
 

T
he intentional stance, w

e saw
, w

orks for all kinds of objects and system
s-som

e 
m

ore intuitively intentional than others. T
he hum

an is ascribed the desire to fetch 
a cold beer, the cat to find a m

ouse, and the desk to stay still and support the 
notepaper! T

he apparent prom
iscuity of the intentional stance has w

orried m
any 

com
m

entators, and rightly so. C
ertainly our preferred reconstruction of D

ennett's 
position as a kind of realism

 about scattered causes looks to be clearly contraindi- 
cated by the acceptance of the desk (or lectern, or w

hatever) into the T
rue B

eliev- 
ers H

all of Fam
e. It is im

portant to notice, how
ever, that it is no part of D

ennett's 
project to deny the very real diflerences betw

een the various cases (such as the hu- 
m

an, the car, and the desk). Indeed, D
ennett's w

ritings are increasingly concerned 
w

ith these differences, depicted as a kind of cascade of upgrades to the sim
plest bi- 

ological m
inds. 

A
t the baseline, according to D

ennett, lie any entities that m
ight be classed as 

"sm
art agents" (D

ennett, 1996, p. 34). In this low
-key sense, a therm

ostat or an 
am

oeba are sm
art insofar as they respond to their w

orlds in w
ays that are not ran- 

dom
 but respect certain basic hard-w

ired "goals." W
ith respect to such entities, w

e 
can usefully predict their behavior by assum

ing theyw
ill act so as to "try" to achieve 

these goals. T
his, then, is the bedrock scenario for taking the intentional stance. 

A
bove this bedrock lies an extended sequence (though not a strict hierarchy) 

of design innovations that allow
s entities to pursue and achieve ever m

ore com
- 

plex goals and to m
aintain increasingly m

ore com
plex relations w

ith their envi- 
ronm

ents. Inner m
aps, speech, labeling, and self-reflection are all instances of im

- 
portant design innovations. Speech, for D

ennett, is especially im
portant in laying 
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th
e g

ro
u

n
d

 for hum
an-style cognition. D

uring a discussion of w
hat chim

panzees 
can an

d
 cannot do, h

e suggests th
at perhaps 

thinlung-our 
kind of thinking-had 

to w
ait for talking to em

erge. (D
ennett, 1996, 

p. 130) 

H
e

 also lays great stress o
n

 the w
ay w

e off-load cognitive tasks o
n

to
 th

e environ- 
m

en
t, using labels, notes, m

aps, signs, and a host of other technologies. 
G

iven these currents in
 D

ennett's thought, it seem
s unfair to

 accuse h
im

 of 
undervaluing "real" intentionality by allow

ing th
e prom

iscuous use of the inten- 
tional stance. D

ennett's p
o

in
t, I think, is th

at despite the very m
any im

p
o

rtan
t dif- 

ferences am
ong hum

ans, am
oeba, an

d
 therm

ostats, there rem
ains an

 im
p

o
rtan

t 
com

m
onality, viz. th

at w
e, like these sim

pler system
s, succum

b to
 th

e intentional 
stance because w

e are w
ell-designed entities pursuing certain goals. If that w

ere n
o

t 
th

e case, th
e intentional idiom

 w
ould sim

ply fail an
d

 w
e m

ight "do an
y

 d
u

m
b

 thing 
at all" (D

ennett, 1996, p. 34). 
In

 light of all this, it is n
o

t clear w
hat w

ould be lost if w
e w

ere sim
ply to

 say 
th

at h
u

m
an

s (an
d

 perhaps som
e o

th
er entities incorporating enough design in

n
o

- 
vations) really d

o
 have beliefs an

d
 desires, but th

at (1
) there is n

o
 clean dividing 

line in
 n

a
tu

re
ju

st a bag of design innovations that m
ay be m

o
re o

r less shared 
w

ith other entities, an
d

 (2) there is n
o

 reason to
 suppose th

at to each ascribed be- 
lief (etc.) there corresponds som

e sim
ple neural state or "inner sentence." W

hy 
not, in

 short, reconstruct D
ennett's position as a kind of fuzzy: 

scattered realism
? 

D
ennett is, after all, w

illing to assert that "our k
in

d
 of thinking" depends o

n
 a rich 

set of perfectly real, objective, an
d

 distinctive design features, an
d

 that m
entalistic 

discourse talk picks o
u

r real patterns in the fabric of causation. 
C

an D
ennett's position be thus reconstructed w

ithout causing trouble for it 
1 

elsew
here? S

hould it be? Is scattered causation really an
 alternative to

 ungrounded 
counterfactual accounts o

r does it confront the sam
e problem

s further d
o

w
n

 th
e 

i 

line? O
u

r discussion rases m
o

re problem
s than it solves. T

he com
plex issues con- 

cerning th
e fate an

d
 status of folk psychology rem

ain am
ong th

e m
ost vexed an

d
 

elusive in
 contem

porary philosophy of m
in

d
. 

3.3 S
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eadings 
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'I ~ 
nation, w

hereas the closing chapter offers som
e m

ore technical argum
ents in favor of a cer- 

11 
tain type of articulated inner code. 

For a m
ore liberal view

, according to w
hich the folk concepts are com

patible w
ith m

ul- 
tiple cognitive scientific m

odels, see G
. G

raham
 and T

. H
organ, "Southern fundam

entalism
 

and the end of philosophy." In M
. D

ePaul and W
. R

am
sey (eds.), R

ethinking Intuition (O
x- 

ford, E
ngland: R

ow
m

an and L
ittlefield, 1999). 

O
n elim

inativism
, see P. M

. C
hurchland, "E

lim
inative m

aterialism
 and the proposi- 

tional attitudes" and "Folk psychology and the explanation of hum
an behavior." B

oth in 
his A

 N
eurocom

putational Perspective (C
am

bridge, M
A

: M
IT

 Press, 1989, pp. 1-22,111-128). 
T

he form
er presents C

hurchland's original, preconnectionist form
ulation of som

e grounds 
for skepticism

 about the folk psychological fram
ew

ork. T
he latter adds com

m
ents on con- 

nectionism
 and the debate w

ith D
ennett. 

O
n instrum

entalism
 and the reality ofpatterns, try D

. D
ennett, "R

eal patterns." Journal 
of Philosophy, 88,27-51, 1991. [T

he current flagship statem
ent of the intentional stance. See 

also the previous flagship, "T
rue believers: T

he intentional strategy and w
hy it w

orks" in D
. 

D
ennett, The Intentional Stance (C

am
bridge, M

A
: M

IT
 Press, 1987).] 

For som
e criticism

, see L. R
udder-B

aker, "Instrum
ental intentionality. In S. Stich and 

T
. W

arfield (eds.), M
ental R

epresentation: A
 R

eader (O
xford, E

ngland: B
lackw

ell, 1994, 
pp. 332-344). (A

 clear and direct response to the "T
rue B

elievers" argum
ent.) 

T
o continue the debate, see D

. D
ennett, "B

ack from
 the draw

ing board." In B. D
ahlbom

 
(ed.), D

ennett and H
is C

ritics (O
xford, E

ngland: B
lackw

ell, 1993, pp. 203-235). T
his is D

en- 
nett's response to a w

ide variety of critiques, all of w
hich appear in the sam

e volum
e. See 

especially the sections called "L
abels: A

m
 I a behaviorist? A

n ontologist?" (pp. 210-214), 
"Intentional law

s and com
putational psychology" (pp. 217-222), and the reply to M

illikan 
(pp. 222-227). 

For a w
onderful extended analysis, see B. M

chughlin and 1. O
'L

eary-H
aw

thorn, "D
en- 

nett's logical behaviorism
." Philosophical Topics, 22, 189-259, 1994. (A

 very thorough and 
useful critical appraisal of D

ennett's problem
atic "behaviorism

." See also D
ennett's response 

in the sam
e issue, pp. 517-522.) 

A
 difficult but rew

arding engagem
ent w

ith the "real patterns" ideas is to be found in 
J. H

augeland, "Pattern and being." In B. D
ahlbom

 (ed.), D
ennett and H

is C
ritics (O

xford, 
E

ngland: B
lackw

ell, 1993, pp. 53-69). 
A

nd for a taste of som
ething different, see R. G

. M
illikan, "O

n m
entalese orthography." 

In B. D
ahlbom

 (ed.), D
ennett and H

is C
ritics (O

xford, E
ngland: B

lackw
ell, 1993, pp. 97-123). 

(A
 different kind of approach to all the issues discussed above. N

ot easy, but your efforts 
w

ill be rew
arded.) 

O
n

 m
m

putational realism
 about com

m
onsen~

zpsycholo~
~

cal 
tall., see J. Fodor. "Introduction. 

1 
T

he persistence of the attitudes" and "A
ppendix: W

hy there still has to be a language of 
iiJ 

thought." T
hese are the openlng and closlng chapters of his Psychosem

ant~cs: The Problem
 

ofM
eaningin the Philosophy ofM

ind (C
am

bridge, M
A

: M
IT

 Press, 1987, pp. 1-26,135-154). 
i 

T
he opening chapter dlspkys the appeal of strong realism

 about folk psyrholog~cal erpla- 
1 

4T
hat 

m
thout the idea of a clean break betw

een the true believers and the rest (lust as one 
"a! 

can he'ieve that som
e folk are really bald m

thout believing that there is a clean line betw
een the bald 

and the hlrsute) 
I 



4.1 Sketches 

T
he com

putational view
 of m

ind currently com
es 

in tw
o basic varieties. T

he basic physical sym
bol 

system
 variety, already encountered in

 C
hapter 2, 

stresses the role of sym
bolic atom

s, (usually) ser- 
ial processing, 

and expressive resources w
hose 

com
binational form

s closely parallel those of lan- 
. - 

guage and logic. T
he other m

ain varieq differs 
along all three of these dim

ensions and is know
n variously as connectionism

, par- 
allel distributed processing, and artificial neural netw

orks. 
T

hese latter m
odels, as the last nam

e suggests, bear som
e (adm

ittedly rather 
distant) relation to the architecture and w

orkings of the biological brain. L
ike the 

brain, an artificial neural netw
ork is com

posed of m
any sim

ple processors linked 
in parallel by a daunting m

ass of w
iring and connectivity. In

 the brain, the "sim
- 

ple processors" are neurons (note the quotes: neurons are m
uch m

ore com
plex 

than connectionist units) and the connections are axons and synapses. In connec- 
tionist netw

orks, the sim
ple processors are called "units" and the connections con- 

sists in num
erically w

eighted links betw
een these units-links 

know
n, unim

agina- 
tively but with 

pinpoint 
accuracy, as connections. In both cases, the sim

ple 
processing elem

ents (neurons, units) are generally sensitive only to local influences. 
E

ach elem
ent takes inputs from

 a sm
all group of "neighbors" and passes outputs 

to a sm
all (som

etim
es overlapping) group of neighbors. 

T
he differences betw

een sim
ple connectionist m

odels and real neural archi- 
tectures rem

ain im
m

ense and w
e w

ill review
 som

e of them
 later in this chapter. 

N
onetheless, som

ething of a com
m

on flavor does prevail. T
he essence of the com

- 
m

on flavor lies m
ostly in the use of large-scale parallelism

 com
bined w

ith local 
com

putation, and in the (related) use of a m
eans of coding know

n as distributed 
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representation. 
T

o illustrate these ideas, consider the now
-classic exam

ple of 
N

E
T

talk. 
N

E
T

talk (Sejnow
ski and R

osenberg, 1986,1987) is an artificial neural netw
ork, 

created in the m
id-1980s, w

hose task w
as to take w

ritten input and turn it into 
coding for speech, i.e., to do graphem

e-to-phonem
e conversion. A

 successful clas- 
sical program

, called D
E

C
talk, w

as already in existence and perform
ed the sam

e 
task courtesy of a large database of rules and exceptions, hand coded by a team

 of 
hum

an 
program

m
ers. 

N
E

T
talk, 

by contrast, 
instead 

of being 
explicitly pro- 

gram
m

ed, learned to solve the problem
 using a learning algorithm

 and a substan- 
tial corpus of exam

ple cases-actual 
instances of good text-to-phonem

e pairings. 
T

he output of the netw
ork w

as then fed to a fairly standard speech synthesizer that 
took the phonetic coding and transform

ed it into real speech. D
uring learning, the 

speech output could be heard to progress from
 initial babble to sem

irecognizable 
w

ords and syllable structure, to (ultim
ately) a fair sim

ulacrum
 of hum

an speech. 
T

he netw
ork, it should be em

phasized, w
as not intended as a m

odel of language 
understanding but only of the text-to-speech transition-as 

such, there w
as no se- 

m
antic database tied to the linguistic structures. D

espite this lack of sem
antic depth, 

the netw
ork stands as an im

pressive dem
onstration of the pow

er of the connec- 
tionist approach. H

ere, in briefest outline, is how
 it w

orked. 
T

he system
, as m

entioned above, is com
prised of a set of sim

ple processing 
units. E

ach unit receives inputs from
 its neighbors (or from

 the w
orld, in the case 

of so-called input units) and yields an output according to a sim
ple m

athem
at- 

ical function. Such functions are often nonlinear. T
his m

eans that the num
erical 

value of the output is not directly proportional to the sum
 of the inputs. It m

ay 
be, for exam

ple, that a unit gives a proportional output for an interm
ediate range 

of total input values, but gives a constant output above and below
 that range, or 

that the unit w
lll not "fire" until the inputs sum

 to a certain value and thereafter 
w

ill give proportional outputs. T
he point, in any case, is that a unit becom

es acti- 
vated to w

hatever degree (if any) the inputs from
 its local neighbors dictate, and 

that it w
ill pass o

n
 a signal accordingly. If unit A

 sends a signal to
 unit B

, the 
strength of the signal arriving at B

 is a joint function of the level of activation of 
the "sender" unit and the num

erical w
eighting assigned to the connection linking 

A
 to B. Such w

eights can be positive (excitatory) o
r negative (inhibitory). T

he sig- 
nals arrlving at the receiving units m

ay thus vary, being determ
ined by the prod- 

uct of the num
erical w

eight o
n

 a specific connection and the output of the "sender" 
unit. N

E
T

talk (see B
ox 4.1) w

as a fairly large netw
ork, involving seven groups of 

input units, each group com
prising som

e 29 individual units w
hose overall acti- 

vation specified one Letter. T
he total Input to the system

 at each tim
e step thus 

specified seven distinct letters, one of w
hich (the fourth) w

as the target letter w
hose 

phonem
ic contribution w

as to be determ
ined and given as output. T

he other six 
letters provided essential contextual inform

ation, since the phonem
ic im

pact of a 
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given letter (in E
nglish) varies w

idely accordingly to the surrounding letters. T
he 

input units w
ere connected to a layer of 80 hidden units, and these connected in 

turn to a set of 26 output units coding for phonem
es. T

he total num
ber of in- 

terunit links in the overall netw
ork sum

m
ed to 18,829 w

eighted connections. 
G

iven this large num
ber of connections, it w

ould be im
practical (to

 say the 
least) to set about finding appropriate interunit connection w

eights by hand cod- 
ing and trial and error! F

ortunately, autom
atic procedures (learning algorithm

s) 
exist for tuning the w

eights. T
he m

ost fam
ous (but probably biologically least re- 

alistic) such procedure is the so-called back-propagation learning algorithm
. In 

back-propagation learning, the netw
ork begins w

ith a set of random
ly selected con- 

nection w
eights (the layout, num

ber of units, etc. being k
e

d
 by the designer). T

his 
netw

ork is then exposed to a large num
ber of input patterns. For each input pat- 

tern, som
e (initially incorrect) output is produced. A

n autom
atic supervisory sys- 

tem
 m

onitors the output, com
pares it to the target (correct) output, and calculates 

sm
all adjustm

ents to the connection w
eights-adjustm

ents 
that w

ould 
cause 

slightly im
proved perform

ance w
ere the netw

ork to be reexposed to the very sam
e 

input pattern. T
his procedure (see B

ox 4.2) is repeated again and again for a large 
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(and cycling) corpus of training cases. A
fter sufficient such training, the netw

ork 
often (though not alw

ays) learns an assignm
ent of w

eights that effectively solves 
the problem

-one 
that reduces the error signal and yields the desired input- 

output profile. 
Such learning algorithm

s can discover solutions that w
e had not im

agined. R
e- 

searcher bias is thus som
ew

hat decreased. M
oreover, and perhaps m

ore im
por- 

tantly, the w
ay the trained-up netw

ork encodes the problem
-solving inform

ation is 
quite unlike the m

ore traditional form
s of sym

bol-string encoding characteristic 
of the w

ork discussed in C
hapter 2. T

he connectionist system
's long-term

 know
l- 

edge base does not consist in a body of declarative statem
ents w

ritten out in a for- 
m

al notation based not o
n

 the structure of language or logic. Instead, the know
l- 

edge inheres in the set of connection w
eights and the unit architecture. M

any of 
these w

eighted connections participate in a large num
ber of the system

's problem
- 

solving activities. O
ccurrent know

ledge-the 
inform

ation active during the pro- 
cessing of a specific input-m

ay 
usefully be equated w

ith the transient activation 
patterns occurring in the hidden unit layer. Such patterns often involve distributed 
and superpositional coding schem

es. T
hese are pow

erful features, so let's pause to 
unpack the jargon. 

A
n item

 of inform
ation is here said to have a distributed representation if it 

is expressed by the sim
ultaneous activity of a num

ber of units. B
ut w

hat m
akes 

distributed representation com
putationally potent is not this sim

ple fact alone, but 
the system

atic use of the distributions to encode further inform
ation concerning 

subtle sim
ilarities and differences. A

 distributed pattern of activity can encode "m
i- 

crostructural" inform
ation such that variations in the overall pattern reflect vari- 

ations in the content. F
or exam

ple, a certain pattern m
ight represent the presence 

of a black cat in the visual field, w
hereas sm

all variations in the pattern m
ay carry 

inform
ation about the cat's orientation (facing ahead, side-on, etc.). Sim

ilarly, the 
activation pattern for a black panther m

ay share som
e of the substructure of the 

cat activation pattern, w
hereas that for a w

hite fox m
ay share none. T

he notion of 
superpositional storage is precisely the notion of such partially overlapping use of 
distributed resources, in w

hich the overlap is inform
ationally significant in the 

kinds of w
ay just outlined. T

he upshot is that sem
antically related item

s are rep- 
resented by qntactically related (partially overlapping) patterns of activation. T

he 
public language w

ords "cat" and "panther" display no such overlap (though phrases 
such as "black panther" and "black cat" d

o
). D

istributed superpositional coding 
m

ay thus be thought of as a trick for forcing still m
ore inform

ation into a system
 

of encodings by exploiting even m
ore highly structured syntactic vehicles than 

w
ords. T

his trick yields a num
ber of additional benefits, including econom

ical use 
of representational resources, "free" generalization, and graceful degradation. G

en- 
eralization occurs because a new

 input pattern, if it resem
bles an old one in som

e 
aspects, w

ill yield a response rooted in that partial overlap. "Sensible" responses to 
new

 inputs are thus possible. "G
raceful degradation," alluring as it sounds, is just 

C
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the ability to produce sensible responses given som
e syste~

nic dam
age. T

his is pos- 
sible because the overall system

 now
 acts as a kind of pattern com

pleter--given a 
large enough fragm

ent of a fam
iliar pattern, it w

ill recall the w
hole thing. G

ener- 
alization, pattern com

pletion, and dam
age tolerance are thus all reflections of the 

sam
e pow

erful com
putational strategy: the use of distributed, superpositional stor- 

age schem
es and partial cue-based recall. 

T
w

o further properties of such coding schem
es dem

and our attention. T
he 

first is the capacity to
 develop and exploit w

hat P
aul Sm

olensky (1988) has term
ed 

"dim
ension shifted" representations. T

he second is the capacity to display fine- 
grained context sensitivity. B

oth properties are im
plied by the popular but opaque 

gloss on connectionism
 that depicts it as a "subsyrnbolic paradigm

." T
he essential 

idea is that w
hereas basic physical sym

bol system
 approaches displayed a kind of 

sem
antic transparency (see C

hapter 2) such that fam
iliar w

ords and ideas w
ere ren- 

dered as sim
ple inner sym

bols, connectionist approaches introduced a m
uch greater 

distance betw
een daily talk and the contents m

anipulated by the com
putational 

system
. By describing connectionist representation schem

es as dim
ension shifted 

and subsym
bolic, Sm

olensky (and others) m
eans to

 suggest that the features that 
the system

 uncovers are finer grained and m
ore subtle than those picked out by 

single w
ords in public language. T

he claim
 is that the contentful elem

ents in a sub- 
sym

bolic program
 do not directly recapitulate the concepts w

e use "to consciously 
conceptualize the task dom

ain" (Sm
olensky, 1988, p. 5) and that "the units do not 

have the sam
e sem

antics as w
ords of natural language" (p. 6

). T
he activation of a 

given unit (in a given context) thus signals a sem
antic fact: but it m

ay be a fact 
that defies easy description using the w

ords and phrases of daily language. T
he se- 

m
antic structure represented by a large pattern of unit activity m

ay be very rich 
and subtle indeed, and m

inor differences in such patterns m
ay m

ark equally sub- 
tle differences in contextual nuance. U

nit-level activation differences m
ay, thus, re- 

flect m
inute details of the visual tactile, functional, or even em

otive dim
ensions of 

our responses to the sam
e stim

uli in varying real-w
orld contexts. T

he pioneer con- 
nectionists M

cC
lelland and K

aw
am

oto (1986') once described this capacity to rep- 
resent "a huge palette of shades of m

eaning" as being "perhaps . . . the param
ount 

reason w
hy the distributed approach appeals to

 us" (p. 314). 
T

his capacity to discover and exploit rich, subtle, and nonobvious schem
es of 

distributed representation raises an im
m

ediate m
ethodological difficulty: how

 to 
achieve, after training, som

e understanding of the know
ledge and strategies that 

the netw
ork is actually using to drive its behavior? O

ne clue, obviously, lies in the 
training data. B

ut netw
orks do not sim

ply learn to repeat the training corpus. In- 
stead they learn (as w

e saw
) general strategies that enable them

 to group the train- 
ing instances into property-sharing sets, to generalize to new

 and unseen cases, etc. 
Som

e kind of know
ledge organization is thus at w

ork. Y
et it is im

possible (for a 
net of any size or com

plexity) to sim
ply read this organization off by, e.g., in- 

specting a trace of all the connection w
eights. A

ll you see is num
erical spaghetti! 
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T
he solution to this problem

 of "posttraining analysisn lies in the use of a va- 
riety of tools and techniques including statistical analysis and system

atic interfer- 
ence. System

atic interference involves the deliberate dam
aging or destruction of 

groups of units, sets of w
eights, or interunit connections. O

bservation of the net- 
w

ork's "postlesion" behavior can then provide useful clues to its norm
al oper- 

ating strategies. It can also provide a further dim
ension (in addition to brute 

perform
ance) along w

hich to assess the "psychological reality" of a m
odel, by com

- 
paring the w

ay the netw
ork reacts to dam

age to the behavior patterns seen in hu- 
m

ans suffering from
 various form

s of local brain dam
age and abnorm

ality (see, 
e.g., Patterson, Seidenberg, and M

cC
lelland, 1989; H

inton and Shallice, 1989). In 
practice, how

ever, the m
ost revealing form

s of posttraining analysis have involved 
not artificial lesion studies but the use of statistical tools (see B

ox 4.3) to generate 
a picture of the w

ay the netw
ork has learned to negotiate the problem

 space. 
So far, then, w

e have concentrated our attention o
r w

hat m
ight be term

ed 
"first-generation" connectionist netw

orks. It w
ould be m

isleading to conclude, 
how

ever, w
ithout offering at least a rough sketch of the shape of m

ore recent 
developm

ents. 
Second-generation connectionism

 is m
arked by an increasing em

phasis on 
tem

poral structure. First-generation netw
orks, it is fair to say, displayed no real ca- 

pacity to deal w
ith tim

e or order. Inputs that designated an ordered sequence of 
letters had to be rendered using special coding schem

es that artificially disam
- 

biguated the various possible orderings. N
or w

ere such netw
orks geared to the pro- 

duction of output patterns extended in tim
e (e.g., the sequence of com

m
ands 

needed to produce a running m
otion)l or to the recognition of tem

porally ex- 
tended patterns such as the sequences of facial m

otion that distinguish a w
ry sm

ile 
from

 a grim
ace. Instead, the netw

orks displayed a kind of "snapshot reasoning" in 
w

hich a frozen tem
poral instant (e.g., coding for a picture of a sm

iling person) 
yields a single output response (e.g., a judgm

ent that the person is happy). Such 
netw

orks could not identify an instance of pleasant surprise by perceiving the grad- 
ual transform

ation of puzzlem
ent into pleasure (see e+., C

hurchland, 1995). 
T

o deal w
ith such tem

porally extended data and phenom
ena, second-genera- 

tion connectionist researchers have deployed so-called recurrent neural netw
orks. 

T
hese netw

orks share m
uch of the structure of a sim

ple three-layer "snapshot" net- 
w

ork, but incorporate an additional feedback loop. T
his loop (see Figure 4.3) re- 

cycles som
e aspect of the netw

orks activity at tim
e tl alongside the new

 inputs ar- 
riving at tim

e t2
. Elrnan nets (see E

lm
an, 1991b) recycle the hidden unit activation 

pattern from
 the previous tim

e slice, w
hereas Jordan (1986) describes a net that 

recycles its previous output pattern. E
ither w

ay, w
hat is preserved is som

e kind of 

'T
hese issues are usefully discussed in C

hurchland and Sejnow
ski (1992, pp. 119-120). For a m

ore rad- 
ical discussion, see P

ort. C
um

m
ins, and M

cC
auley (1995). 
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on-going trace of the netw
ork's last activity. Such traces act as a kind of short-term

 
m

em
ory enabling the netw

ork to generate new
 responses that depend both on the 

current input and on the previous activity of the netw
ork. Such a set-up also al- 

low
s output activity to continue in the com

plete absence of new
 inputs, since the 

netw
ork can continue to recycle its previous states and respond to them

. 
For exam

ple, E
lm

an (1991b) describes a sim
ple recurrent nehvork w

hose goal 
is to categorize w

ords according to lexical role (noun, verb, etc.). T
he netw

ork w
as 

exposed to gram
m

atically proper sequences of w
ords (such as "the boy broke the 

w
indow

"). Its im
m

ediate task w
as to predict the next w

ord in the on-going se- 
quence. Such a task, it should be clear, has no unique solution insofar as m

any 
continuations w

ill be perfectly acceptable gram
m

atically. N
onetheless, there are 

C
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Figure 4.3 A
 three-layer recurrent netw

ork. The context units are activated, one by one, by 
the corresponding hidden units. For sim

plicity, not all the activation is show
n. (A

fter El- 
m

an, 1991b, w
ith perm

ission.) 

w
hole classes of w

ords that cannot be allow
ed to follow

. For exam
ple, the input 

sequence "the boy w
ho" cannot be follow

ed by "cat" or "tree." T
hese constraints 

on acceptable successor w
ords reflect gram

m
atical role and the training regim

e 
thus provides data germ

ane to the larger goal of learning about lexical categories. 
E

lm
an's netw

ork proved fairly adept at its task. It "discovered" categories such 
as verb and noun and also evolved groupings for anim

ate and inanim
ate objects, 

foods, and breakable objects-properties 
that w

ere good clues to gram
m

atical role 
in the training corpus used. T

o
 determ

ine exactly w
hat the netw

ork learned, E
l- 

m
an used another kind of posttraining analysis (one better suited to the special 

case of recurrent nets) called "principal com
ponent analysis" (PC

A
). T

he details 
are given in C

lark (1993, pp. 60-67) and need not detain us here. It is w
orth not- 

ing, how
ever, that w

hereas cluster analysis can m
ake it seem

 as if a netw
ork has 

m
erely learned a set of static distributed sym

bols and is thus little m
ore than a 

novel im
plem

entation of the classical approach, principal com
ponent analysis re- 

veals the role of even deeper dynam
ics in prom

oting successful behavior. T
he key 

idea is that w
hereas cluster analysis stresses relations of sim

ilarity and difference 
betw

een static states ("snapshots"), PC
A

 reflects in addition the w
ays in w

hich be- 
ing in one state (in a recurrent netw

ork) can prom
ote or im

pede m
ovem

ent into 
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future states. S
tandard cluster analysis w

ould not reveal these constraints on pro- 
cessing trajectories. Y

et the gram
m

atical know
ledge acquired by the recurrent net 

inheres quite profoundly in such tem
porally rich infom

ation-processing detail.2 
T

he m
ore such tem

poral dynam
ics m

atter, the further w
e m

ove (I contend) 
from

 the guiding im
age of the basic physical sym

bol system
 hypothesis. F

or at the 
heart of that im

age lies the notion of essentially static sym
bol structures that re- 

tain stable m
eanings w

hile being m
anipulated by som

e kind of central processor. 
S

uch a picture, how
ever, does not usefully describe the operation of even the sim

- 
ple recurrent netw

orks previously discussed. F
or the hidden unit activation pat- 

terns (the nearest analogue to static sym
bols) do not function as f

i
 

representa- 
tions of w

ord-role. T
his is because each such pattern reflects som

ething of the prior 
context; 

so that, in a sense, "every occurrence of a lexical item
 has a separate in- 

ternal representation" (E
lm

an, 1991b, p. 353). E
lm

an's m
odel thus uses so-called 

dynam
ic representations. U

nlike the classical im
age in w

hich the linguistic agent, 
o

n
 hearing a w

ord, retrieves a kind of general-purpose lexical representation, E
l- 

m
an is suggesting a dynam

ic picture in w
hich 

T
here is no separate stage of lexical retrieval. T

here are no representations of w
ords in 

isolation. T
he representations of w

ords (the internal states follow
ing input of a w

ord) 
alw

ays reflect the input taken together w
ith the prior state . . . the representations are 

not propositional and their inform
ation content changes constantly over tim

e. . .w
ords 

serve as guideposts w
hich help establish m

ental states that support (desired) behavior. 
(E

lm
an, 1991b, p. 378) 

E
lm

an thus invites us to see beyond the classical im
age of static sym

bols that 
persist as stored syntactic item

s and that are "retrieved" and "m
anipulated dur- 

ing processing. Instead, w
e confront an im

age of a fluid inner econom
y in w

hich 
representations are constructed on the spot and in light of the prevailing context 
and in w

hich m
uch of the inform

ation-processing pow
er resides in the w

ay cur- 
rent states constrain the future tem

poral unfolding of the system
. 

T
hird-generation connectionism

 continues this flight from
 the (static) inner 

sym
bol by laying even greater stress on a m

uch w
ider range of dynam

ic and tim
e- 

involving properties. For this reason it is som
etim

es know
n as "dynam

ical con- 
nectionism

." D
ynam

ical connectionism
 (see W

heeler, 1994, p. 38; P
ort and van 

G
elder, 1995, pp. 32-34) 

introduces a num
ber of new

 and m
ore neurobiologically 

realistic features to the basic units and w
eights paradigm

, including special pur- 
pose units (units w

hose activation function is tailored to a task or dom
ain), m

ore 
com

plex connectivity (m
ultiple recurrent pathw

ays and special purpose w
iring), 

com
putationally salient tim

e delays in the processing cycles, continuous-tim
e pro- 

cessing, analog signaling, and the deliberate use of noise. A
rtificial neural netw

orks 

'See 
E

lm
an (1991b

, p. 106). 

'E
ven the first w

ord in a sentence incorporates a kind of "null" context that is reflected in the netw
ork 

state. 

C
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exhibiting such nonstandard features support "far richer intrinsic dynam
ics than 

those produced by m
ainstream

 connectionist system
s" (W

heeler, 1994, p. 38). W
e 

shall have m
ore to say about the potential role of such richer and tem

porally loaded 
dynam

ics in future chapters. For the m
om

ent, it w
ill suffice to note that second- 

and third-generation connectionist research is becom
ing progressively m

ore and 
m

ore dynam
ic: it is paying m

ore heed to the tem
poral dim

ension and it is ex- 
ploiting a w

ider variety of tp
e

s of units and connectivity. In so doing, it is m
ov- 

ing ever further from
 the old notion of intelligence as the m

anipulation of static, 
atem

poral, spatially localizable inner sym
bols. 

T
he connectionist m

ovem
ent, it is fair to conclude, is the leading expression 

of "inner sym
bol flight." T

he static, chunky, user-friendly, sem
antically transpar- 

ent (see C
hapter 2) inner sym

bols of yore are being replaced by subtler, often highly 
distributed and increasingly dynam

ic (tim
e-involving) inner states. T

his is, I be- 
lieve, a basically laudable transition. C

onnectionist m
odels profit from

 (increas- 
ing) contact w

ith real neuroscientific theorizing. A
nd they exhibit a profile of 

strengths (m
otor control, pattern recognition) and w

eaknesses (planning and 
sequential logical derivation) that 

seem
s reassuringly fam

iliar and evolution- 
arily plausible. T

hey look to avoid, in large m
easure, the uncom

fortable back- 
projection of our experiences w

th
 text and w

ords onto the m
ore basic biological 

canvass of the brain. B
ut the new

 landscape brings new
 challenges, problem

s, and 
uncertainties. T

im
e to m

eet the bugbears. 

4.2 D
iscu

ssion
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C
onnectionism

, according to som
e philosophers, offers a concrete challenge to the 

folk psychological im
age of m

ind. T
he leading idea, once again, is that folk psy- 

chology is com
m

itted to the causal efficacy of the m
ental states nam

ed in ordinary 
discourse, and that there is now

 a tension betw
een such im

agined causal efficacy 
and the specific connectionist vision of inner processing and storage. 

T
he key m

ove in this argum
ent is the insistence that the folk fram

ew
ork is in- 

deed com
m

itted to a strong and direct notion of causal efficacy. In this vein, R
am

- 
sey, Stich, and G

aron (1991) insist that the com
m

onsense understanding of m
ind 

involves a crucial com
m

itm
ent to w

hat they term
 "propositional m

odularity." T
his 

is the claim
 that the folk use of propositional attitude talk (talk of Pepa's believing 

that the w
ine is chilled and so on) im

plies a com
m

itm
ent to "functionally discrete, 

sem
antically interpretable states that play a causal role in the production of other 

propositional attitudes and ultim
ately in the production of behavior" (R

am
sey, 

S
tich, and G

aron, 1991, p. 204, original em
phasis). R

am
sey, Stich, and G

aron ar- 
gue that distributed connectionist processing does not support such propositional 
m

odularity and hence that if hum
an m

inds w
ork like such devices, then the folk 

vision is fundam
entally inaccurate. 
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future states. S
tandard cluster analysis w

ould not reveal these constraints on pro- 
cessing trajectories. Y

et the gram
m

atical know
ledge acquired by the recurrent net 

inheres quite profoundly in such tem
porally rich inform

ation-processing detaiL
2 

T
he m

ore such tem
poral dynam

ics m
atter, the further w

e m
ove (I contend) 

from
 the guiding im

age of the basic physical sym
bol system

 hypothesis. F
or at the 

heart of that im
age lies the notion of essentially static sym

bol structures that re- 
tain stable m

eanings w
hile being m

anipulated by som
e kind of central processor. 

S
uch a picture, how

ever, does not usefully describe the operation of even the sim
- 

ple recurrent netw
orks previously discussed. F

or the hidden unit activation pat- 
terns (the nearest analogue to static sym

bols) d
o

 not function as fured representa- 
tions of w

ord-role. T
his is because each such pattern reflects som

ething of the prior 
~

o
n

te
x

t,~
 

so that, in a sense, "every occurrence of a lexical item
 has a separate in- 

ternal representation" (E
lm

an, 1991b, p. 353). E
lm

an's m
odel thus uses so-called 

dynam
ic representations. U

nlike the classical im
age in w

hich the linguistic agent, 
on hearing a w

ord, retrieves a kind of general-purpose lexical representation, E
l- 

m
an is suggesting a dynam

ic picture in w
hich 

T
here is no separate stage of lexical retrieval. T

here are no representations of w
ords in 

isolation. T
he representations of w

ords (the internal states follow
ing input of a w

ord) 
alw

ays reflect the input taken together w
ith the prior state . . . the representations are 

not propositional and their inform
ation content changes constantly over tim

e. . .w
ords 

serve as guideposts w
hich help establish m

ental states that support (desired) behavior. 
(E

lm
an, 1991b, p. 378) 

E
lm

an thus invites us to see beyond the classical im
age of static sym

bols that 
persist as stored syntactic item

s and that are "retrieved" and "m
anipulated" dur- 

ing processing. Instead, w
e confront an im

age of a fluid inner econom
y in w

hich 
representations are constructed on the spot and in light of the prevailing context 
and in w

hich m
uch of the inform

ation-processing pow
er resides in the w

ay cur- 
rent states constrain the future tem

poral unfolding of the system
. 

T
hird-generation connectionism

 continues this flight from
 the (static) inner 

sym
bol by laying even greater stress on a m

uch w
ider range of dynam

ic and tim
e- 

involving properties. F
or this reason it is som

etim
es know

n as "dynam
ical con- 

nectionism
." D

ynam
ical connectionism

 (see W
heeler, 1994, p. 38; P

ort and van 
G

elder, 1995, pp. 32-34) 
introduces a num

ber of new
 and m

ore neurobiologically 
realistic features to the basic units and w

eights paradigm
, including special pur- 

pose units (units w
hose activation function is tailored to a task or dom

ain), m
ore 

com
plex connectivity (m

ultiple recurrent pathw
ays and special purpose w

iring), 
com

putationally salient tim
e delays in the processing cycles, continuous-tim

e pro- 
cessing, analog signaling, and the deliberate use of noise. A

rtificial neural netw
orks 

3E
ven the first w

ord in a sentence incorporates a kind of "null" context that is reflected in the netw
ork 

state. 

C
onnectionism

 
73 

exhibiting such nonstandard features support "far richer intrinsic dynam
ics than 

those produced by m
ainstream

 connectionist system
s" (W

heeler, 1994, p. 38). W
e 

shall have m
ore to say about the potential role of such richer and tem

porally loaded 
dynam

ics in future chapters. For the m
om

ent, it w
ill suffice to note that second- 

and third-generation connectionist research is becom
ing progressively m

ore and 
m

ore dynam
ic: it is paying m

ore heed to the tem
poral dim

ension and it is ex- 
ploiting a w

ider variety of types of units and connectivity. In so doing, it is m
ov- 

ing ever further from
 the old notion of intelligence as the m

anipulation of static, 
atem

poral, spatially localizable inner sym
bols. 

T
he connectionist m

ovem
ent, it is fair to conclude, is the leading expression 

of "inner sym
bol flight." T

he static, chunky, user-friendly, sem
antically transpar- 

ent (see C
hapter 2) inner sym

bols of yore are being replaced by subtler, often highly 
distributed and increasingly dynam

ic (tim
e-involving) inner states. T

his is, I be- 
lieve, a basically laudable transition. C

onnectionist m
odels profit from

 (increas- 
ing) contact w

ith real neuroscientific theorizing. A
nd they exhibit a profile of 

strengths (m
otor control, pattern 

recognition) and w
eaknesses (planning and 

sequential logical derivation) that 
seem

s reassuringly fam
iliar and evolution- 

arily plausible. T
hey look to avoid, in large m

easure, the uncom
fortable back- 

projection of our experiences w
ith text and w

ords onto the m
ore basic biological 

canvass of the brain. B
ut the new

 landscape brings new
 challenges, problem

s, and 
uncertainties. T

im
e to

 m
eet the bugbears. 
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C
onnectionism

, according to som
e philosophers, offers a concrete challenge to the 

folk psychological im
age of m

ind. T
he leading idea, once again, is that folk psy- 

chology is com
m

itted to the causal efficacy of the m
ental states nam

ed in ordinary 
discourse, and that there is now

 a tension betw
een such im

agined causal efficacy 
and the specific connectionist vision of inner processing and storage. 

T
he key m

ove in this argum
ent is the insistence that the folk fram

ew
ork is in- 

deed com
m

itted to a strong and direct notion of causal efficacy. In this vein, R
am

- 
sey, Stich, and G

aron (1991) insist that the com
m

onsense understanding of m
ind 

involves a crucial com
m

itm
ent to w

hat they term
 "proposttional m

odularity." T
his 

is the claim
 that the folk use of propositional attitude talk (talk of Pepa's believing 

that the w
ine is chilled and so on) im

plies a com
m

itm
ent to "functionalIy discrete, 

sem
antically interpretable states that play a causal role in the production of other 

propositional attitudes and ultim
ately in the production of behavior" (R

am
sey, 

S
tich, and G

aron, 1991, p. 204, original em
phasis). R

am
sey, Stich, and G

aron ar- 
gue that distributed connectionist processing does not support such propositional 
m

odularity and hence that if hum
an m

inds w
ork like such devices, then the folk 

vision is fundam
entally inaccurate. 
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W
hy suppose that the folk are com

m
itted to propositional m

odularity any- 
w

ay? T
he ew

dence is in part anecdotal (w
e do talk of people gaining or losing be- 

liefs one at a tim
e and in that sense w

e seem
 to depict the beliefs, etc., as discrete 

item
s-R

am
sey, 

Stich, and G
aron, 1991, p. 205) and in part substantive. T

he sub- 
stantive evidence is that the very usefulness of the folk fram

ew
ork seem

s to depend 
o

n
 our being able to cite specific beliefs as explanatory of specific actions. Pepa 

m
ay believe that the cat w

ants feeding, that R
om

e is pretty, and that the w
ine is 

chilled, but w
e reserve the right to explain her going into the kitchen as a direct 

result of her belief about the w
ine. T

he cat belief, though real and capable of 
prom

pting the sam
e behavior, m

ay be im
agined to be inactive at that m

om
ent. 

A
nd the R

om
e belief strikes us as sim

ply irrelevant. In thus highlighting one belief 
in the explanation of P

epa's action, w
e are com

m
itting ourselves, the authors ar- 

gue, to
 the idea that individual beliefs can function as the discrete causes of spe- 

cific actions. 
T

his com
m

itm
ent sits com

fortably w
ith the traditional kind of A

.I. m
odel in 

w
hich specific inner syntactic states correspond to specific item

s of inform
ation 

pitched at the level of daily talk and concepts. B
ut this com

bination of inner dis- 
cretion* and "sem

antic transparency" (see C
hapter 2) is not, it seem

s, to be found 
in distributed connectionist m

odels. O
ne m

ajor reason (the only one that w
ill con- 

cern us here: for a full discussion see C
lark (1993, C

hapter 10) turns on the con- 
nectionist's use of overlapping ("superpositional") m

odes of inform
ation storage. 

T
o focus the problem

, R
am

sey, S
tich, and G

aron ask us to
 consider tw

o netw
orks, 

each of w
hich is trained to give a yestno answ

er to the sam
e set of 16 questions. 

T
o the input "dogs have fur" it m

ust output a signal for "yes," to "fish have fur," 
"no," and so on. T

o perform
 the task, the net m

ust find a single w
eight m

atrix that 
supports the desired functionality. T

he use of distributed storage techniques (see 
discussion above) m

eans, how
ever, that m

any of the w
eights and units im

plicated 
in

 the encoding of the know
ledge that dogs have fur w

ill also figure in the encod- 
ing of the know

ledge that cats have fur and so on. H
ere, then, is a first (putative) 

conflict w
ith propositional m

odularity. T
he conflict com

es about because 

T
he inform

ation encoded . . . is stored holistically and distributed throughout the net- 
w

ork. W
henever inform

ation is extracted . . . m
any connection strengths, m

any biases 
a

n
d

 m
any hidden units play a role. (R

am
sey, Stich, and G

aron, 1991, p. 212) 

T
he idea, then, is that the use of overlapping storage leads to a kind of inner 

m
ush such that, as far as the innards are concerned, it is no m

ore defensible to say 
that the know

ledge that dogs have fur caused the response "yes," than to say that 
the cause w

as the know
ledge that fish have gills! T

his is the threat of w
hat Stich 

'N
ote, how

ever, that even in the classical case the inner discretion is Functional not physical. M
any 

m
odels that are functionally classical are also physically nonlocal in their storage of inform

ation. For 
som

e discussion, see C
lark (1993, C

hapter 10). 

C
o

n
n

ectio
n

ism
 

75 

(1991, p. 181) once term
ed total causal holism

. T
otal causal holism

, it should be 
clear, is not prim

a facie com
patible w

ith the idea of individual beliefs as discrete 
causes. A

 second types of conflict (R
am

sey, Stich, and G
aron, 1991, p. 213) is re- 

vealed if w
e com

pare the original 16-proposition net to
 another net trained on one 

additional item
 of know

ledge. Such a 17-proposition netw
ork accom

m
odates 

the additional know
ledge by m

aking sm
all changes to a lot of w

eights. T
he folk 

see a lot of com
m

onality betw
een the tw

o nets. B
oth nets share, e.g., the belief 

that dogs have fur. B
ut this com

m
onality is said to be invisible at the level of 

units and w
eights. T

he tw
o nets, thus described, m

ay have no subset of w
eights in 

com
m

on. O
nce again, the folk im

age sits uneasily beside its inner-oriented scien- 
tific cousin. 

T
here are three m

ain w
ays to respond to these w

orries about surface incom
- 

patibility. T
he first is to insist that the incom

patibility is indeed m
erely surface and 

that m
ore sensitive probing w

ill reveal the inner scientific analogue to
 the folk vi- 

sion. T
he second is to

 question the com
m

itm
ent of the folk fram

ew
ork to the ex- 

istence of such inner analogues in the first place (see discussion in Section 3.2). 
T

he third is to accept the incom
patibility and conclude that ifdistributed connec- 

tionist netw
orks are good m

odels of hum
an cognition, then the folk fram

ew
ork is 

false and should be rejected. W
e have already discussed som

e of these issues in 
C

hapter 3. So I shall add just a few
 com

m
ents aim

ed at the specific connectionist 
incarnation just described. 

It is im
portant, at the outset, that w

e should not be overly im
pressed by ar- 

gum
ents that focus on the units and w

eights description of connectionist netw
orks. 

W
e already saw

, in our discussion of cluster analysis (S
ection 4.1 and B

ox 4.3), that 
there m

ay be scientifically legitim
ate and functionally illum

inating descriptions of 
connectionist netw

orks pitched at m
uch higher levels than that of units and w

eights. 
T

hus recall that the various versions of N
E

T
talk (beginning w

ith different assign- 
m

ents of random
 w

eights) ended up w
ith very different w

eight m
atrixes yet yielded 

alm
ost identical cluster analytic profiles. Such higher-level com

m
onality m

ay like- 
w

ise unite e.g., the 16 and 17 proposition netw
orks m

entioned above. By the sam
e 

token, the w
orry about total causal holism

 looks w
ildly overstated. It is sim

ply not 
the case that all the units and all the w

eights participate equally in every input-to- 
output transition. T

echniques such as cluster analysis help reveal the precise w
ays 

in w
hich these com

plex netw
orks m

ake different uses of their inner resources in 
the course of solving different problem

s. 
A

 revealing exchange, w
hich turns entirely on this possibility, can he traced 

through R
am

sey, Stich, and G
aron (1991), C

lark (1990), Stich and W
arfield (1995), 

F
odor and L

ePore (1993) and P. M
. C

hurchland (1993). In barest essence, the story 
goes like this. C

lark (1990) discussed the possibility of finding higher level com
- 

m
onalities (via techniques of statistical analysis) betw

een superficially disparate 
netw

ork: com
m

onalities that revealed folk-identified types (specific beliefs, etc.) 
hidden am

ong the num
erical spaghetti. Stich and W

arfield (1995) reject this, not- 
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ing that the com
m

on cluster analysis of versions of N
E

T
talk w

ere all based on nets 
w

ith identical architectures (num
bers of units, layers, etc.) and just different ini- 

tial w
eights. Y

et, the differences betw
een biological brains that solve sim

ilar prob- 
lem

s m
ay surely be m

uch m
ore profound, involving different netw

ork architec- 
tures, num

bers of units, etc. So such analytic techniques look unlikely to apply. 
Fodor and L

ePore (1993) raise a sim
ilar w

orry for the m
ore general idea of w

hat 
Paul C

hurchland (1993) dubbed a "state-space sem
antics," viz. a w

ay of under- 
standing sem

antic sim
ilarity and differences rooted in geom

etric analysis of 
connectionist-style representational system

s. M
ost recently, C

hurchland (1998), 
draw

ing on new
 w

ork by L
aakso and C

ottrell (1998), argued that there now
 exists 

"a large fam
ily of m

athem
atical m

easures of conceptual sim
ilarity, m

easures that 
see past differences-even 

extensive differences-in 
the connectivity, the sensory 

inputs and the neural dim
ensionality of the system

s being com
pared (C

hurch- 
land and C

hurchland, 1998, p. 81). W
ithout pursuing this rather com

plex exchange 
any further here, I sim

ply note that these recent results suggest that pace Stich and 
W

arfield, the em
pirical possibility highlighted in C

lark (1990) rem
ains a live and 

analytically tractable option. C
onnectionist netw

orks, it is thus increasingly clear, 
by no m

eans present the kind of analytic m
ush that som

e philosophers once feared. 

B
. 

SY
ST

E
M

A
T

IC
IT

Y
 

T
he m

ost fam
ous argum

ent against connectionist m
odels of hum

an thought goes 
like this: 

T
hought is system

atic; 

So internal representations are structured; 

C
onnectionist m

odels lack structured internal representations; 

So connectionist m
odels are not good m

odels of hum
an thought. 

C
lassical artificial intelligence, by contrast, is said to posit structured internal rep- 

resentations and thus to have the necessary5 resources to explain hum
an thought. 

Such, at least, is the view
 of Fodor and Pylyshyn (1988), w

hose so-called system
- 

aticity argum
ent against connectionism

 (qua psychological m
odel) is displayed 

above. Let us put som
e flesh on the bones. 

T
he argum

ent pivots on the claim
 that thought is system

atic. T
he idea of sys- 

tem
atic thought is best explained by analogyw

ith system
atic linguistic com

petence. 
A

 speaker w
ho know

s E
nglish and can say "the cat loves John" w

ill usually be 
equally capable of form

ing the sentence "John loves the cat." T
his is because to 

know
 a language is to know

 its parts and how
 they fit together. T

he very sam
e com

- 
petence (w

ith "John" "loving" "cat" and subject-object form
ations) thus yields the 

capacity to generate a variety of sentences involving those parts. T
he phenom

enon 

5T
hough not yet sufficient. See Fodor (1991, pp. 279-280) 
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of system
aticity is thus observed w

henever w
e find a set of capacities that appear 

to be com
positional variations on a single structured substrate [think of the ca- 

pacity of a cook, arm
ed w

ith a set of basic ingredients, to prepare a w
ide variety of 

related pizzas: cheese and red pepper, tuna and red pepper, tuna and cheese (yuck!) 
and so on]. L

inguistic com
petence provides a dear exam

ple. B
ut thought itself (so 

Fodor and Pylyshyn argue) is another. B
eings w

ho can think that John loves M
ary 

can usually think (if the occasion arises) that M
ary loves John. A

nd the explana- 
tion, so the argum

ent goes, is the sam
e. T

he system
aticity of thought is an effect 

of the com
positionally structured inner base, w

hich includes m
anipulable inner 

expressions m
eaning "John" "loves" and "M

ary" and resources for com
bining 

them
. T

he system
aticity of thought is thus presented as an argum

ent in favor of a 
classical vision of the inner econom

y, and against the connectionist alternative. 
T

his argum
ent has spaw

ned a m
ass of w

idely differing (but usually negative) 
re~

p
o

n
ses.~

 
B

ut the tw
o m

ost im
portant, it seem

s to m
e, are (I) the reply that clas- 

sical sym
bol system

s are not the only w
ay to support system

atically structured cog- 
nition and (2) the suggestion that hum

an thought m
ay actually inherit such sys- 

tem
acity as it actually displays from

 the gram
m

atical structure of hum
an language 

itself. T
he search for a genuinely connectionist (hence nonclassical) m

odel of sys- 
tem

atic cognitive capacities has been m
ost persuasively pursued by Paul Sm

olen- 
sky w

ho investigated connectionist techniques such as tensor product encodings. 
T

he idea here7 is to decom
pose target know

ledge into roles and fillers. T
hus to rep- 

resent the ordered string (A
,B

,C
) you represent both a set of three roles, w

hich in- 
dicate position in the string, i.e., [position I, position 2, position 31 and three fillers, 
the letters [A

], [B
], and [C

]. E
ach letter and position (role and filler) get a distinct 

connectionist "vectorial" 
representation and the tw

o are bound together by a 
process know

n as vector m
ultiplication. T

he result is that such a system
 can dif- 

ferentially represent (A
,B

,C
) and (B

,C
,A

). Yet the resultant representations do not 
sim

ply m
im

ic the classical trick of stringing constituents together. Instead the struc- 
tural representation is just another vector (a sequence of num

bers) resulting from
 

the m
ultiplication of the base vectors. It is for this reason that such a system

 [as 
van G

elder (1990) nicely explains] does not sim
ply am

ount to a variant im
ple- 

m
entation of the original classical strategy. 

C
halm

ers (1990) offers another connectionist angle on system
atic structure. 

H
e uses a technique called recursive autoassociative m

em
o$ 

(or R
A

A
M

) to de- 
velop com

pressed representations of sentence structure trees. C
halm

ers show
ed 

that a connectionist netw
ork could learn to operate directly upon these com

pressed 

'See 
the various essays in M

acD
onald and M

acD
onald (1995, Part I), R

am
sey, Stich, and R

um
elhart 

(1991), C
halm

ers (1990), and van G
elder (1990). 

'See 
Sm

olensky (1991) and van G
elder (1990). 

%
ee P

ollack (1988). 
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descriptions and hence perform
 structure-sensitive transform

ations (such as turn- 
ing an active sentence into a passive one) w

ithout first unpacking the R
A

A
M

 en- 
coding into its original constituents. T

he conclusion w
as that com

positional struc- 
ture, of the kind highlighted by Fodor and P

ylyshp, could be encoded in a 
distinctively connectionist w

ay (the R
A

A
M

 encodings) and directly exploited in 
that form

. 
F

urther discussion of the details and the problem
s afflicting these approaches 

can be found in C
lark (1993, C

hapter 6). T
he present point, how

ever, is just this: 
it is an em

pirical question w
hether there can be a distinctively connectionist ac- 

count of cognitive system
aticity, and there are already som

e signs of progress. I 
w

ould just add, how
ever, that the notion that the root issue concerns the use of 

highly structured inner encodings m
ay itself be som

ething of a distortion. T
he 

deeper challenge (and one that is still largely unm
et) is to discover connectionist 

m
ethods that support the m

ultiple usability of bodies of stored inform
ation. C

ur- 
rent netw

orks tend to be very task specific. Y
et hum

an agents can call on the sam
e 

body of know
ledge in the service of m

any different types of projects. T
his capac- 

ity (w
hich looks closely related to, yet not identical w

ith, system
aticity as invoked 

by Fodor and Pylyshyn) is currently being studied using techniques such as "gat- 
ing," in w

hich the flow
 of inform

ation is varied using subnetw
orks w

hose job is to 
open and close channels of internal influence (see, e.g., V

an E
ssen et a]., 1994; Ja- 

cobs, Jordan, and B
arto, 1991). 

T
he other m

ajor response to the problem
 of system

aticity is to dow
nplay the 

extent and im
portance of cognitive system

aticity itself. T
his response is deeply com

- 
plim

entary to the m
ore technical ones just sketched since the technical tricks look 

set to buy a degree of system
aticity, m

ultiusability etc., but m
ay w

ell still fall short 
of providing the equivalent of an extrem

e version of classical inner sym
bol m

a- 
nipulability. In place of such extrem

e m
anipulability (the kind bought by a com

- 
m

on central database and unitary sym
bolic code-see 

C
hapter 2) w

e w
ill proba- 

bly confront a m
ore m

odular system
, w

ith n
o

 central sym
bolic code, but w

ith a 
dynam

ically reconfigurable w
eb of inner channels of influence. Such system

s m
ust 

build task flexibility on top of a m
ass of relatively special-purpose adaptations. T

he 
trouble w

ith this kind of "bag-of-tricks" response is that it is not clear how
 it can 

scale up to explain the full gam
ut of hum

an thought and reason. O
ne possible 

w
ay to fill in the gaps is to stress (D

ennett, 1991, 1995; C
lark 1997, 1998a) the 

cognition-enhancing and cognitive-transform
ing pow

ers of public language itself. 
T

he presence of a public code in w
hich real chunky external sym

bols are indeed 
w

idely recom
binable and highly m

anipulable adds w
hole new

 dim
ensions to basic 

biological cognition. [T
his is dem

onstrated in careful em
pirical detail for the spe- 

cial case of m
athem

atical know
ledge in D

ehaene (1997).] Perhaps, then, it is these 
new

 (and relatively recent) dim
ensions that give hum

an thought the appearance 
of such deep system

aticity. W
e possess a new

 tool-language-that 
sculpts and 

guides our thought in new
 w

ays. Fodor and Pylyshyn believe that our basic cog- 

C
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nitive architecture, the one w
e share w

ith nonlinguistic anim
als such as dogs and 

rabbits, itself takes the form
 of a sym

bol-m
anipulating class~cal system

. T
heir claim

 
is not about us alone but about intelligent creatures in general. Y

et as D
ennett 

(1991b, p. 27) points out, it is not at all obvious that (nonhum
an) anim

al thought 
is system

atic in the Fodor and Pylyshyn sense. T
he lion that can think "I w

ant to 
eat the puppy" m

ay w
ell be congenitally unable to think that "the puppy w

ants to 
eat m

e." It seem
s at least possible that it is our experiences w

ith public language 
that equip us to think such an open-ended variety of thoughts and hence that cog- 
nitive system

aticity m
ay be both nonpervasive and rather closely tied to our lin- 

guistic abilities them
selves. 

In sum
, the system

aticity argum
ent draw

s attention to tw
o im

portant phe- 
nom

ena: the rapacity to m
ake m

ultiple use of stored bodies of inform
ation and 

the capacity to encode know
ledge in structured w

ays. B
ut genuinely connectionist 

proposals exist addressing both of these needs to a lim
ited extent. In

 addition, it 
rem

ains unclear w
hether full system

aticity, as treated by Fodor and Pylyshyn, re- 
flects facts about our basic cognitive architecture or about the effects of a m

ore re- 
cent linguistic overlay. 

T
he m

ost telling criticism
s of first w

ave connectionism
 w

ere those that questioned 
its biological plausibility. S

uch criticism
s w

ere som
etim

es m
isguided, to be sure. 

A
ny m

odel m
ust sim

plify in order to explain. B
ut three species of biologically based 

criticism
 seem

 to hit the m
ark. 

O
ne w

orry concerns the use of artificial tasks, and the choice of input and out- 
put representations. For although such netw

orks learned their ow
n solutions to 

given problem
s, w

hat they learned rem
ained heavily tainted by a variety of choices 

m
ade by the hum

an experim
entalist. Such choices included, especially, the choice 

of problem
 dom

ain and the choice of training m
aterials. A

s far as problem
 do- 

m
ains w

ent, the trouble w
as that m

uch of the classical conception of the nature of 
the problem

s them
selves w

as retained. M
any netw

orks w
ere devoted to

 investigat- 
ing w

hat have been term
ed "horizontal m

icrow
orldsn: sm

all slices of hum
an-level 

cognition such as the capacity to produce the past tense of E
nglish verbs (R

um
el- 

hart and M
cC

lelland, 1986) or to learn sim
ple gram

m
ars (E

lm
an, 1991a). E

ven 
w

hen the tasks looked m
ore basic (e.g., balancing building blocks o

n
 a beam

 that 
pivots o

n
 a m

ovable fulcrum
-M

cC
lelland, 

1989; P
lunkett and Sinha, 1992), the 

choice of input and output representations w
as often very artificial. T

he output of 
the block-balancing program

, for exam
ple, w

as not real m
otor action involving ro- 

bot arm
s, nor even coding for such action. R

ather, it w
as just the relative activity 

of tw
o output units interpreted so that equal activity on both indicates an expec- 

tation of a state of balance and excess activity o
n

 either unit indicates an expecta- 
tion that the beam

 w
ill overbalance in that direction. T

he inputs to the system
, 
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likew
ise, w

ere artificial-an 
arbitrary coding for w

eight along one input channel 
and for distance from

 the fulcrum
 along another. It is not unreasonable to sup- 

pose that this w
ay of setting up the problem

 space m
ight w

ell lead to nonrealistic, 
artifactual solutions. A

n alternative and perhaps better strategy w
ould surely be to 

set up the system
 to take m

ore biologically realistic inputs (e.g., using cam
eras) 

and to
 yield real actions as outputs (m

oving real blocks to a point of balance). O
f 

course, such a set-up requires the solution of m
any additional problem

s, and sci- 
ence m

ust alw
ays sim

plify experim
ents w

hen possible. T
he suspicion, how

ever, is 
that sim

plifications that take the real w
orld and the acting organism

 out of the loop 
are ones that cognitive science can no longer afford. F

or such sim
plifications m

ay 
obscure the kinds of solutions to ecologically realistic problem

s that characterize 
the intelligence of active em

bodied agents such as ourselves. T
he aspirations of cog- 

nitive science to illum
inate real biological cognition m

ay thus not be cornm
ensu- 

rate w
ith a continuing strategy of abstraction aw

ay from
 the real-w

orld anchors of 
perception and action. Such abstraction also deprives our artificial system

s of the 
opportunity to sim

plify or otherw
ise transform

 their inform
ation-processing tasks 

by the direct exploitation of real-w
orld structure. E

xam
ples of such exploitation 

include using the w
orld as its ow

n m
odel (see, e.g., B

rooks, 1991) and physically 
restructuring the environm

ent so as to reduce the com
putational com

plexity of 
problem

 solving (see C
hapters 5-8). 

A
 second problem

 is that early connectionist netw
orks tended to use relatively 

sm
all resources of units and connections (com

pared to the brain) to tackle rela- 
tively discrete and w

ell-defined problem
s. N

ets tend, as w
e com

m
ented earlier, to 

be trained on artificial versions of real-w
orld problem

s: versions that dram
atically 

dow
nsize the input and output vectors that real sensory data and m

otor control 
w

ould dem
and. M

oreover, they are usually focused on a single problem
. N

ature's 
neural netw

orks, by contrast, m
ust deal w

ith very high dim
ensional inputs and 

outputs, and m
ust som

ehow
 cope w

ith the fact that w
e are often assailed by batches 

of data that w
ill pertain to m

ultiple problem
s and thus require internal sorting and 

distribution. A
s C

hurchland and Sejnow
ski (1992, p. 125) com

m
ent, "visual in- 

form
ation concerning m

otion, stereo, shape, etc. has to
 be separated by the ner- 

vous system
 and objects do not arrive at the retina bagged and labeled." T

he flip 
side of this kind of separation is also observed. B

iological neural nets w
ill usually 

contribute to several kinds of problem
-solving tasks, at least as w

e intuitively iden- 
tify such tasks. T

he "one net, one task" ethos m
ay thus constitute a substantial dis- 

tortion of the biological facts (see K
arm

iloff-S
m

ith, 1992). 
S

olutions that w
ork w

ell for sm
all netw

orks w
ith a narrow

 focus thus often 
fail dism

ally to scale-up to deal w
ith large input spaces and m

ultiple tasks. Speech 
recognition netw

orks can deal w
ith a single voice enunciating staccato w

ords. B
ut 

any attem
pt to deal w

ith m
ultiple voices producing continuous speech can cause 

havoc in such netw
orks. N

or does sim
ply expanding the netw

ork generally solve 
the problem

. B
igger netw

orks require m
ore training tim

e and data. A
nd even these 
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w
ill often fail due to the phenom

enon of "unlearning." H
ere, the attem

pt to ac- 
com

m
odate a new

 pattern of data (involving, say, recognition of vow
el sounds in 

a child's speech) results in the netw
ork overw

riting (and hence forgetting) other 
inform

ation (e.g., how
 to recognize the sam

e sounds in m
ale adult speech)-see 

F
rench (1992, 1999). 

H
ow

 m
ight real neural netw

orks cope? O
ne reasonably w

ell-understood strat- 
egy involves using a netw

ork of netw
orks in place of a single resource. C

om
plex 

real-w
orld problem

s, it seem
s, often dem

and highly articulated processing archi- 
tectures. F

or exam
ple, the problem

 of m
ultispeaker vow

el recognition yields to an 
architecture involving a group of sm

aller netw
orks, each of w

hich learns to
 spe- 

cialize in the processing of a particular type of voice (e.g., adult m
ale, adult fem

ale, 
child-see 

C
hurchland and Sejnow

ski, 1992, pp. 125-130; Jacobs, Jordan, N
ow

lan, 
and H

inton, 1991). M
oreover, the idea that the brain m

ay operate using a w
ide 

m
ultiplicity of relatively special purpose subnetw

orks is one that finds increasing 
support in contem

porary neuroscience (see C
hapter 5). 

T
he third problem

 is that m
ost artificial neural netw

orks rem
ain rather dis- 

tant from
 the details of real neuroscientific research. R

eal neuronal assem
blies ex- 

hibit a w
ide variety of properties m

issing from
 (m

ost) connectionist m
odels. T

hese 
include nonlocal effects [e.g., the m

odification of the response of a w
hole popula- 

tion of neurons by the diffusion of a gas or chem
ical over a w

ide area-see 
dis- 

cussion in B
rooks (1994) and the w

ork on "G
as nets" by H

usbands et al. (1998)], 
continuous-tim

e processing, the use of a variety of different types of activation 
function, and of heavily recurrent but nonsym

m
etrical connectivity. M

odels that 
incorporate such features exhibit a w

hole range of dynam
ic properties9 not found 

in sim
ple first-w

ave system
s. 

In addition, m
ore sustained attention to the details of gross neuroanatom

y 
m

ay, at tim
es, pay dividends. T

hus M
cC

lelland et al. (1995) ask the question "w
hy 

have a hippocam
pus?" T

his paper constitutes a nice exam
ple of how

 connection- 
ist thinking and neuroscientific research m

ay fruitfully coevolve. It sets out to de- 
term

ine a possible com
putational role for a know

n neural structure by hypothe- 
sizing that that structure (the hippocam

pus) is able to slow
ly train a further resource 

(the neocortex) on new
ly acquired patterns, thus sidestepping the endem

ic prob- 
lem

 (see above) of unlearning or catastrophic forgetting. T
his hypothesis lies 

squarely at the intersection betw
een basic connectionist principles and problem

s 
(the tendency of new

 patterns to
 overw

rite old ones) and neuroscientific data and 
neuroanatom

y. Such coevolution of connectionist and neuroscientific conjecture 
suggests one m

ajor w
ay in w

hich connectionists can begin to face up to the chal- 
lenges of understanding real biological cognition. 

T
he first w

ave of connectionist research played, I conclude, a crucial role in 
the expansion of our com

putational horizons. It show
ed, in real detail, that it is 

'See W
heeler (19943 
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possible to
 solve co

m
p

lex
 problem

s w
ith

o
u

t th
e standard sym

bol-m
anipulating ap

- 
paratus associated w

ith th
e original physical sym

bol system
 hypothesis. T

o
 co

m
- 

plete th
e revolution, how

ever, w
e m

u
st b

o
th

 ex
p

an
d

 an
d

 tu
n

e th
e n

ew
 perspective. 

T
h

e tu
n

in
g

 involves th
e in

co
rp

o
ratio

n
 o

f a w
ider range o

f features an
d

 dynam
ics, 

an
d

 is p
u

rsu
ed

 in C
h

ap
ters 5 th

ro
u

g
h

 8. T
h

e expansion involves recognizing th
e 

p
ro

fo
u

n
d

 roles played b
y

 external an
d

 nonbiological resources in
 th

e p
ro

m
o

tio
n

 
of cognitive success. S

u
ch

 resources include bodily action, in
stru

m
en

ts an
d

 arti- 
facts, th

e local en
v

iro
n

m
en

t, an
d

 external sym
bol structures. T

h
e result is a vision 

of cognitive agency in
 w

hich th
e in

n
er an

d
 th

e o
u

ter play co
m

p
lem

en
tary

 an
d

 
deeply interw

oven roles an
d

 in
 w

hich th
e in

n
er co

m
p

u
tatio

n
al story is alm

ost m
ax- 

im
ally d

istan
t fro

m
 th

e classical vision explored in
 previous chapters. T

h
is alter- 

native vision is biologically plausible, conceptually attractive, an
d

 com
putationally 

econom
ical. B

u
t it b

rin
g

s w
ith

 it a new
 an

d
 fascinating set of h

u
rd

les an
d

 p
ro

b
- 

lem
s, as w

e shall so
o

n
 see. 

4.3 Suggested R
eadings 

O
n connectionism

. J. M
cC

lelland, D
. R

um
elhart, and the PD

P R
esearch G

roup (eds.), Par- 
allel D

istributed Processing: Explorations in the M
icrostructure of C

ognition (C
am

bridge, M
A

: 
M

IT
 Press, 1986, V

ols. I and 11) is still the best introduction to the connectionist research 
program

. U
ser-friendly treatm

ents include A
. C

lark, M
icrocognition, (C

am
bridge, M

A
: M

IT
 

Press, 1989) and Associative Engines (C
am

bridge, M
A

: M
IT

 Press, 1993). P. M
. C

hurchland's 
T

he Engine of Reason: The Seat of the Soul (C
am

bridge, M
A

: M
IT

 Press, 1995) is a superbly 
accessible account of the connectionist paradigm

. It includes substantial discussion of re- 
current nets and ends w

ith som
e chapters on m

oral and social im
plications. S. Franklin's 

Artificial M
inds (C

am
bridge, M

A
: M

IT
 Press, 1995), has useful chapters on connectionism

 
and the connectionist/classicist debate (C

hapters 6 and 7). For a m
ore advanced treatm

ent, 
see P. S. C

hurchland and T. J. Seinow
ski, T

he C
om

putational B
rain (C

am
bridge, M

A
: M

IT
 

Press, 1992, C
hapter 3). 

A
n illum

inating recent exchange concerning connectionism
 and sym

bolic rules can be 
found in G

. M
arcus et al., "R

ule learning by 7 m
onth old infants." Science, 283,77-80, 

1999; 
J. M

cC
elland and D

. Plaut "D
oes generalization in infants learning im

plicate abstract alge- 
bra-like rules?" Trends in C

ognitive Sciences, 3(5), 166-168, 
1999, and the reply by G

. M
ar- 

cus in the sam
e issue. 

O
n folkpsychology and system

aticity. T
he collection edited by C

. M
cD

onald and G
. M

c- 
D

onald, C
onnectionism

: D
ebates on Psychological E

xplanation (O
xford, E

ngland: B
lackw

ell, 
1995) is excellent and fairly com

prehensive. A
 w

ider ranging discussion is found in W
. R

am
- 

sey, S. Stich, and D
. R

um
elhart (eds.), Philosophy and C

onnectionist Theory (H
illsdale, N

J: 
E

rlbaum
, 1991). T

he roles of language and of external sym
bol structures are discussed in D

. 
D

ennett, D
arw

in's D
angerous Idea (N

ew
 Y

ork: Sim
on &

 Schuster, 1995) and in A
. C

lark, 
Being There (C

am
bridge, M

A
: M

IT
 Press, 1997). 

O
n biologicalplaun'bility. For an honest and sophisticated discussion of the neural plau- 

sibility of connectionist m
odels, see P. S. C

hurchland and T
. J. Sejnow

ski's The C
om

puta- 
tional B

rain (C
am

bridge, M
A

: M
IT

 Press, 1992). For a critical assault, see G
. R

eeke and G
. 

E
delm

an, "R
eal 

brains 
and 

artificial intelligence." 
D

aedalus, 
W

inter, 
143-173, 

1988, 

C
o

n
n

ectio
n

ism
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reprinted in S. R
. G

raubard (ed.), The Artrficlal Intelligence D
ebate (C

am
bridge, M

A
: M

IT
 

Press, 1988). 
O

n the questions of state-space sem
antics and of m

easures of conceptual sim
ilarity across 

netw
orks of diJC

Jering gross architectures, see the exchanges betw
een Fodor and L

ePore and 
P. M

. C
hurchland in R

. M
cC

auley (ed.), T
he C

hurchland5 and Their C
ritics (O

xford, E
ng- 

land: B
lackw

ell, 1996, C
hapter 6) and reply C

, the exchange betw
een C

lark and Stich and 
W

arfield in C
. M

acD
onald and G

. M
acD

onald (eds.), C
onnectzonzsm

: D
ebates on Psycholog- 

ical E
xplanation (O

xford, E
ngland: B

lackw
ell, 1995, C

hapters 9 and 11) and Paul C
hurch- 

land's recent reply to
 Fodor and L

ePore in P. M
. C

hurchland and P. S. C
hurchland, O

n the 
C

ontrary: C
ritical Essays 1987-1997 (C

am
bridge, M

A
: M

IT
 Press, 1998, C

hapter 7). A
ll three 

of the volum
es can also be recom

m
ended for a general overview

 of the intense philosoph- 
ical controversies surrounding connectionist approaches. 

Finally, to get a sense of just how
 far connectionism

 has progressed from
 its origins in 

sim
ple, three-layer feedforw

ard netw
orks, take a look at the special edition of C

onnection 
Science on B

iorobotics: C
onnection Science, 10(314), 1998. 
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5.1 Sketches 

It is tim
e to revisit one of the guiding m

otivations 
behind the com

putational approach to under- 
standing cognition. T

he m
otivation w

as nicely ex- 
pressed in the 1980s by D

avid M
arr, a m

ajor fig- 
ure 

in 
the 

history 
of 

artificial 
intelligence. 

R
eflecting on typical neuroscientific studies of 

neural organization and structure (w
ork in w

hich 
M

arr had been personally involved) he suggested 
that there rem

ained a need for 

[som
e] additional level of understanding at w

hich the character of the inform
ation- 

processing tasks carried out . . . are analyzed and understood in a w
ay that is inde- 

pendent of the particular m
echanism

s and structures that im
plem

ent them
 in our heads 

(M
arr, 1982, p. 19) 

T
he strategy that M

arr proposed w
as to divide the explanatory task into three. 

First, and m
ost im

portant, there w
as to be a (level one) general analysis of the task 

being perform
ed [e.g., localizing a prey via sonar, identifjing three-dim

ensional 
(3D

) objects via tw
o-dim

ensional (2D
) visual input, doing addition, sorting a set 

of num
bers into sequence, w

hatever]. T
his w

ould involve pinning dow
n a precise 

input-output function, and addressing the question of w
hat subtasks w

ould need 
to be carried out in solving the problem

. T
hen, w

ith the task thus a little better un- 
derstood, you could (level tw

o) go on to describe a schem
e for representing the in- 

puts and outputs, and a sequence of m
echanical steps that w

ould carry out the task. 
A

nd finally (level three), having achieved such a clear but still abstract under- 
standing of both the task and a sequence of steps to carry it out, you could address 
the m

ost concrete question: how
 do w

e actually build a device capable of running 
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through the sequence of steps. T
hese three levels of analysis w

ere dubbed the lev- 
els of com

putational theory (or better, task analysis), of representation and algo- 
rithm

, and of im
plem

entation, respectively. M
erely understanding w

hat the neural 
structures underlying, say, vision w

ere and how
 the neurons fired and w

ere orga- 
nized w

ould am
ount only to an appreciation of the im

plem
entation of a still-not- 

understood abstractstrategyfor, e.g., transform
ing 2D

 retinal inputs into a 3D
 m

odel 
of the visual scene. W

hat is m
issing-and 

explanatorily crucial-is 
an under- 

standing of the details of the task (level one) and the set of inform
ation-process- 

ing steps (the level tw
o algorithm

) involved. 
U

ntil the late 1980s m
any cognitive scientists took the M

arr fram
ew

ork as a 
license to ignore or dow

nplay the im
portance of understanding the biological brain. 

It is not hard to see w
hy. T

he brain, it w
as agreed, is in som

e sense the physical 
engine of cognition and m

indfulness. B
ut everything that really m

attered about the 
brain (qua m

ind-producing engine) seem
ed to turn not on the physical details but 

o
n

 the com
putational and inform

ation-processing strategies (level one and tw
o) 

that the brain ("m
erely") im

plem
ented. In addition, the state of neuroscientific un- 

derstanding in those early days w
as w

idely perceived as too undeveloped to afford 
m

uch in the w
ay of real constraints on com

putational theorizing-although 
som

e 
of M

arr's ow
n early w

ork, interestingly, m
akes am

ong the best and m
ost com

pu- 
tationally inform

ative uses of the neuroscientific data that w
as then available.' 

M
arr's three-level fram

ew
ork now

 looks to have been just a little bit too neat. 
In the real w

orld, as w
e shall see, the distinctions am

ong task, algorithm
, and im

- 
plem

entation are not alw
ays crystal clear. M

ore im
portantly, the process of dis- 

covering good com
putational or inform

ation-processing m
odels of natural cogni- 

tion can and should be deeply inform
ed by neuroscientific understanding. Indeed 

the tw
o form

s of understanding should ideally coevolve in a richly interanim
ated 

style. W
hat w

as correct about the M
arr fram

ew
ork w

as surely this: that m
erely un- 

derstanding the physiology w
as not enough. T

o grasp the origins of m
indfulness 

in the organization and activity of neural m
atter w

e need to understand how
 the 

system
 is organized at higher, m

ore abstract levels, and w
e m

ay need to associate 
aspects of that organization w

ith the com
putation of cognitively relevant functions. 

T
his point is forcefully m

ade by the cognitive scientist B
rian C

antw
ell Sm

ith (1996, 
p. 148) w

ho draw
s a parallel w

ith the project of understanding ordinary com
puter 

system
s. W

ith respect to, e.g., a standard PC
 running a tax-calculation program

, 
w

e could quite easily answ
er all the "physiological" questions (using source code 

and w
iring diagram

s) yet still lack any real understanding of w
hat the program

 
does or even how

 it w
orks. T

o really understand how
 m

ental activity yields m
en- 

tal states, m
any theorists believe, w

e m
ust likew

ise understand som
ething of the 

computationaVinformation-processing organization of the brain. Physiological 

'See M
arr (1969) and various papers in V

aina (1991) 
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studies m
ay contribute to this understanding. B

ut even a full physiological story 
w

ould not, in and of itself, reveal how
 brains w

ork qua m
ind-producing engines. 

T
he danger, to repeat, w

as that this observation could be used as an excuse to 
dow

nplay or m
arginalize the im

portance of looking at the biological brain at all. 
B

ut although it is true that a com
putational understanding, w

hen w
e have it, is in 

principle independent of the details of any specific im
plem

entation in hardw
are 

(or w
etw

are), the project of discovering the relevant com
putational description (es- 

pecially for biological system
s) is quite definitely not. 

O
ne key factor here is evolution. B

iological brains are the product of biolog- 
ical evolution and as such often fail to function in the w

ays w
e (as hum

an design- 
ers) m

ight expect.' 
T

he abstract "design stance" (see D
ennett, 1987, and C

hapter 
3) that w

e are invited to take at M
arr's levels one and tw

o is hostage to both our 
intuitive ideas about w

hat the cognitive tasks really are (is vision really about achiev- 
ing a m

apping from
 2D

 input onto a 3D
 w

orld m
odel? W

e w
ill later find cause for 

doubt) and to our relatively prejudiced sense of the space of possible designs. B
i- 

ological evolution, by contrast, is both constrained and liberated in w
ays w

e are 
not. It is constrained to build its solutions increm

entally on top of sim
pler but suc- 

cessful ancestral form
s. T

he hum
an lung, to give one exam

ple, is built via a process 
of "tinkering" (Jacob, 1977) w

ith the sw
im

 bladder of the fish. T
he hum

an engi- 
neer m

ight design a better lung from
 scratch. T

he tinkerer, by contrast, m
ust take 

an existing device and subtly adapt it to a new
 role. F

rom
 the engineer's ahistori- 

cal perspective, the tinkerer's solution m
ay look bizarre. L

ikew
ise, the processing 

strategies used by biological brains m
ay surprise the com

puter scientist. For such 
strategies have them

selves been evolved via a process of increm
ental, piecem

eal, 
tinkering w

ith older solutions. 
M

ore positively, biological evolution is liberated by being able to discover ef- 
ficient but "m

essy" or unobvious solutions that m
ay, for exam

ple, exploit envi- 
ronm

ental interactions and feedback loops so com
plex that they w

ould quickly baf- 
fle a hum

an engineer. N
atural solutions (as w

e w
ill later see) can exploit just about 

any m
ixture of neural, bodily, and environm

ental resources along w
ith their com

- 
plex, looping, and often nonlinear interactions. B

iological evolution is thus able to 
explore a very different solution space (w

ider in som
e dim

ensions, narrow
er in 

others) than that w
hich beckons to conscious hum

an reason. 
R

ecent w
ork in cognitive neuroscience em

phasizes the distance-separating bi- 
ological and "engineered" problem

 solutions, and displays an increasing aw
areness 

of the im
portant interpenetration-in 

biological system
s-of 

perception, thought, 
and action. Som

e brief exam
ples should help fur the flavor. 

A
s a gentle entry point, consider som

e recent w
ork o

n
 the neural control of 

m
onkey finger m

otions. T
raditional w

isdom
 depicted the m

onkey's fingers as in- 
dividually controlled by neighboring groups of spatially clustered neurons. A

c- 

'See, e.g., Sim
on (1969), D

aw
kins (1986), and C

lark (1997, C
hapter 5). 
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cording to this story, the neurons (in M
otor A

rea 1, o
r M

1) w
ere organized as a 

"som
atotopic m

ap" in w
hich a dedicated neural subregion governed each individ- 

ual digit, w
ith the subregions arranged in spatial sequence just like the fm

gers on 
each hand. T

his is a tidy, easily conceptualized solution to the problem
 of finger 

control. B
ut it is the engineer's solution, not (it now

 seem
s) that of N

ature. 
Schieber and H

ibbard (1993) have show
n that individual finger m

ovem
ents 

are accom
panied by activity spread pretty w

ell throughout the M
1 hand area, and 

that precise, single-digit m
ovem

ents actually require m
ore activity than som

e m
ul- 

tidigit w
hole hand actions (such as grasping an object). Such results are inconsis- 

tent w
ith the hypothesis of digit-specific local neuronal groups. F

rom
 a m

ore evo- 
lutionary perspective, how

ever, the rationale is obvious. Schieber (1990, p. 444) 
conjectures that the basic ancestral need w

as for w
hole hand-grasping m

otions 
(used to grab branches, to sw

ing, to acquire fruits, etc.) and that the m
ost funda- 

m
ental neural adaptations are thus geared to allow

 sim
ple com

m
ands to exploit 

naturally selected inbuilt synergies3 of m
uscle and tendon so as to yield such co- 

ordinated m
otions. T

he "com
plex" coordinated case is thus evolutionarily basic 

and neurally sim
pler. T

he "sim
ple" task of controlling, e.g., an individual digit rep- 

resents the harder problem
 and requires m

ore neural activity, viz. the use of som
e 

m
otor cortex neurons to inhibit the naturally coordinated activity of the other dig- 

its. Precise single-digit m
ovem

ents thus require the neural control system
 to

 tin- 
ker w

ith w
hole-hand com

m
ands, m

odifying the basic coordinated dynam
ics (of 

m
echanically linked tendons, etc.) geared to the m

ore com
m

on (w
hole-hand) tasks. 

C
onsider next a case of perceptual adaptation. T

he hum
an perceptual system

 
can, w

e know
 (given tim

e and training), adapt in quite pow
erful w

ays to
 distorted 

or position-shifted inputs. For exam
ple, subjects can learn how

 to coordinate vi- 
sion and action w

hile w
earing lenses that invert the entire visual scene so that the 

w
orld initially appears upside dow

n. A
fter w

earing such lenses for a few
 days, the 

w
orld is seen to flip over-various 

aspects of the w
orld now

 appear to the subject 
to be in the norm

al upright position. R
em

ove the lenses and the scene is again in- 
verted until readaptation  occur^.^ T

hach et al. (1992) used a variant of such ex- 
perim

ents to dem
onstrate the m

otor specificity of som
e perceptual adaptations. 

W
earing lenses that shifted the scene sidew

ays a little, subjects w
ere asked to throw

 
darts at a board. In this case, repeated practice led to successful ad

ap
tati~

n
,~

 
but 

of a m
otor-loop-specific kind. T

he com
pensation did not "carry over" to tasks in- 

3T
he notion of synergy aim

s to capture the idea of links that constrain the collective unfolding of a sys- 
tem

 com
prising m

any parts. For exam
ple, the front w

heels of a car exhibit a built-in synergy that al- 
low

s a single driver "com
m

and" (at the steering w
heel) to affect them

 both at once. Synergetic links 
m

ay also be learned, as w
hen w

e acquire an autom
ated skill, and m

ay be neurally as w
ell as brute- 

physiologically grounded. See K
elso 11995, pp. 38, 52). 

*For a survey of such experim
ents, see W

elch (1978). 

51n this case, w
ithout any perceived change in phenom

enology. 
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volving the use of the nondom
inant hand to throw

, or to an underarm
 variant of 

the usual overarm
 throw

. Instead, adaptation looked to be restricted to a quite spe- 
cific com

bination of gaze angle and throw
ing angle: the one used in overarm

, dom
- 

inant-hand throw
ing. 

Som
ething of the neural m

echanism
s of such adaptation is now

 u
n

d
er~

to
o

d
.~

 
T

he general lesson, how
ever, concerns the nature of the perception-action system

 
itself. For it increasingly appears that the sim

ple im
age of a general purpose per- 

ceptual system
 delivering input to a distinct and fully independent action system

 
is biologically distortive. Instead, perceptual and action system

s w
ork together, in 

the context of specific tasks, to prom
ote adaptive success. Perception and action, 

in this view
, form

 a deeply interanim
ated unity. 

Further evidence for such a view
 com

es from
 a variety of sources. C

onsider, 
for exam

ple, the fact that the prim
ate visual system

 relies on processing strategies 
that are not strictly hierarchic but instead depend on a variety of top-to-bottom

 
and side-to-side channels of influence. T

hese com
plex inner pathw

ays allow
 a com

- 
bination of m

ultiple types of inform
ation (high-level intentions, low

-level percep- 
tion, and m

otor activity) to influence all stages of visual processing. (see B
ox 5.1) 

Such com
plex connectikity opens up a w

ealth organizational possibilities in 
w

hich m
ultiple sources of inform

ation com
bine to support visually guided action. 

E
xam

ples of such com
binations are provided by C

hurchland, R
am

achandran, and 
Sejnow

ski (1994), w
ho offer a neurophysiologically grounded account of w

hat they 
term

 "interactive vision." T
he interactive vision paradigm

 is there contrasted w
ith 

approaches that assum
e a sim

ple division of labor in w
hich perceptual processing 

yields a rich, detailed inner representation of the 3D
 visual scene, w

hich is then 
given as input to the reasoning and planning centers, w

hich in turn calculate a 
course of action and send com

m
ands to the m

otor effectors. T
his sim

ple im
age (of 

w
hat roboticists call a "sense-think-act" 

cycle) is, it now
 seem

s, not true to the 
natural facts. In particular: 

1. D
aily agent-environm

ent 
interactions seem

 not to depend o
n

 the construction 
and use of detailed inner m

odels of the full 3D
 scene. 

2. L
ow

-level perception m
ay "call" m

otor routines that yield better perceptual in- 
put and hence im

prove inform
ation pick-up. 

3. R
eal-w

orld actions m
ay som

etim
es play an im

portant role in the com
putational 

process itself. 

4. T
he internal representation of w

orldly events and structures m
ay be less like a 

passive data structure or description and m
ore like a direct recipe for action. 

61t is know
n, for exam

ple, that the adaptation never occurs in patients w
ith generalized cerebellar cor- 

tical atrophy, and that inferior olive hypertrophy leads to im
paired adaptation. O

n the basis of this and 
other evidence, T

hach et al. (1992) speculate that a learning system
 im

plicating the inferior olive and 
the cerebellum

 (linked via clim
bing fibers) is active both in prism

 adaptation and in the general learn- 
ing of patterned responses to frequently encountered stim

uli. 
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E
vidence for proposition 1 com

es from
 a series of experim

ents in w
hich sub- 

jects w
atch im

ages on a com
puter screen. A

s the subject's eyes saccade around the 
scene (focusing first on one area, then another) changes are m

ade to the display. 
T

he changes are m
ade during the visual saccades. It is an am

azing fact that, for the 
m

ost part,7 quite large changes go unnoticed: changes such as the replacem
ent of 

a tree by a shrub, or the addition of a car, deletion of a hat, and so on. W
hy do 

such gross alterations rem
ain undetected? A

 com
pelling hypothesis is that the vi- 

sual system
 is not even attem

pting to
 build a rich, detailed m

odel of the current 
scene but is instead geared to using frequent saccades to retrieve inform

ation as 
and w

hen it is needed for som
e specific problem

-solving purpose. T
his fits nicely 

w
ith Y

arbus' classic (1967) finding that the pattern of such saccades varies (even 
w

ith identical scenes) according to the type of task the subject has been set (e.g., 
to give the ages of the people in a picture or to guess the activity they have been 
engaged in, etc.). A

ccording to
 both C

hurchland et al. (1994) and B
allard (1991), 

w
e are prone to the illusion that w

e constantly com
m

and a rich inner representa- 
tion of the current visual scene precisely because w

e are able to perform
 these fast 

saccades, retrieving inform
ation as and w

hen required. (A
n a

n
a

lo
g

: a m
odern 

store m
ay present the illusion of having a m

assive am
ount of goods stocked on the 

prem
ises, because it alw

ays has w
hat you w

ant w
hen you w

ant it. B
ut m

odern 
com

puter-ordering system
s can autom

atically count off sales and requisition new
 

item
s so that the necessary goods are available just w

hen needed and barely a m
o- 

m
ent before. T

his just-in-tim
e ordering system

 offers a m
assive saving of on-site 

storage w
hile tailoring supply directly to

 custom
er dem

and.) 
C

ontem
porary research in robotics (see C

hapter 6) avails itself of these sam
e 

econom
ies. O

ne of the pioneers of "new
 robotics," R

odney B
rooks (see, e.g., B

rooks, 
1991) coined the slogan, "the w

orld is its ow
n best m

odel" to capture just this fla- 
vor. A

 robot know
n as H

erbert (C
onnell, 1989), to take just one exam

ple, w
as de- 

signed to collect soft drink cans left around a crow
ded laboratory. B

ut instead of 
requiring pow

erful sensing capacities and detailed advance planning, H
erbert got 

by (very successfully) using a collection of coarse sensors and sim
ple, relatively in- 

dependent, behavioral routines. B
asic obstacle avoidance w

as controlled by a ring 
of ultrasonic sound sensors that brought the robot to a halt if an object w

as in 
front of it. G

eneral locom
otion (random

ly directed) w
as interrupted if H

erbert's 
sim

ple visual system
 detected a roughly table-like outline. A

t this point a new
 rou- 

tine kicks in and the table surface is sw
ept using a laser. If the outline of a can is 

detected, the w
hole robot rotates until the can is centered in its field of vision. T

his 
physical action sim

plifies the pick-up procedure by creating a standard action- 
fram

e in w
hich the robot arm

, equipped w
ith sim

ple touch sensors, gently skim
s 

'T
he exception is if subjects are told in advance to

 w
atch out for changes to

 a certain feature. See M
c- 

C
onkie (1990) and C

hurchland et al. (1994). 

8T
hanks to D

avid C
lark for pointing this out. 
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the table surface dead ahead. O
nce a can is encountered, it is gasped, and collected 

and the robot m
oves on. N

otice, then, that H
erbert succeeds w

ithout using any 
conventional planning techniques and w

ithout creating and updating any detailed 
inner m

odel of the environm
ent. H

erbert's w
orld is com

posed of undifferentiated 
obstacles and rough table-like and can-like outlines. W

ithln this w
orld the robot 

also exploits its ow
n bodily actions (rotating the torso to center the can in its field 

of view
) so as to greatly sim

plify the com
putational problem

s involved in eventu- 
ally reaching for the can. H

erbert is thus a sim
ple exam

ple of both a system
 that 

succeeds using m
inim

al representational resources and one in w
hich gross m

otor 
activity helps stream

line a perceptual routine 
[as suggested in proposition (2) 

above]. 
T

he "interactive vision" fram
ew

ork envisages a m
ore elaborate natural version 

of this sam
e broad strategy, viz. the use of a kind of perceptuom

otor loop w
hose 

role is to m
ake the m

ost of incom
ing perceptual clues by com

bining m
ultiple 

sources of inform
ation. T

he idea here is that perception is not a passive phenom
- 

enon in w
hich m

otor activity is only initiated at the end point of a com
plex process 

in w
hich the anim

al creates a detailed representation of the perceived scene. In- 
stead, perception and action engage in a kind of increm

ental gam
e of tag in w

hich 
m

otor assem
bly begins long before sensory signals reach the top level. T

hus, early 
perceptual processing m

ay yield a kind of protoanalysis of the scene, enabling the 
creature to select actions (such as head and eye m

ovem
ents) w

hose role is to pro- 
vide a slightly upgraded sensory signal. T

hat signal m
ay, in turn, yield a new

 pro- 
toanalysis indicating further visuom

otor action and so on. E
ven w

hole-body m
o- 

tions m
ay be deployed as part of this process of im

proving perceptual pick-up. 
Foveating an object can, for exam

ple, involve m
otion of the eyes, head, neck, and 

torso. C
hurchland et al. (1994, p. 44) put it w

ell: "w
atching M

ichael Jordan play 
basketball or a group of ravens steal a caribou corpse from

 a w
olf tends to under- 

score the integrated, w
hole-body character of visuom

otor coordm
ation." T

his in- 
tegrated character is consistent w

ith the neurophysiological and neuroanatom
ical 

data that show
 the influence of m

otor signals in visual processing.9 
M

oving on to proposition (3) (that real-w
orld actions m

ay som
etim

es play an 
im

portant role in the com
putational process itself), consider the task of distin- 

guishing figure from
 g

o
u

n
d

 (the rabbit from
 the field, or w

hatever). It turns out 
that this problem

 is greatly sim
plified using inform

ation obtained from
 head m

ove- 
m

ent during eye f~
a

tio
n

. Likew
ise, depth perception is greatly sim

plified using 
cues obtained by the observer's ow

n self-directed m
otion. A

s the observer m
oves, 

close objects w
ill show

 m
ore relative displacem

ent than farther ones. T
hat is prob- 

9T
here are-to 

take just tw
o further exam

ple-neurons 
sensitive to eye position in V

1) V
3, and LG

N
 

(lateral geniculate nucleus), and cells in V
1 and V

2 that seem
 to know

 in advance about planned vi- 
sualsaccades (show

ing enhanced sensitivity to the target). See C
hurchlandet al. (1994, p. 44) and W

urtz 
and M

ohler (1976). 
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ably w
hy, as C

hurchland et al. (1994, p. 51) observe, head bobbing behavior is fre- 
quently seen in anim

als: "a visual system
 that integrates across several glim

pses to 
estim

ate depth has com
putational savings over one that tries to calculate depth 

from
 a single snapshot." 
A

nd so to proposition (4): that the neural representation of w
orldly events 

m
ay be less like a passive data structure and m

ore like a recipe for action. T
he dri- 

ving force, once again, is com
putational econom

y. If the goal of perception and 
reason is to guide action (and it surely is, evolutionary speaking), it w

ill often be 
sim

pler to represent the w
orld in w

ays rather closely geared to the kinds of actions 
w

e w
ant to perform

. T
o take a sim

ple exam
ple, an anim

al that uses its visual in- 
puts to guide a specific kind of reaching behavior (so as to acquire and ingest food) 
need not form

 an object-centered representation of the surrounding space. Instead, 
a system

atic m
etrical transform

ation (achieved by a point-to-point m
apping be- 

tw
een tw

o internal m
aps) m

ay transform
 the visual inputs directly into a recipe 

for reaching out and grabbing the food. In such a set-up, the anim
al does not need 

to do additional com
putational w

ork on an action-neutral inner m
odel so as to 

plan a reaching trajectory. T
he perceptual processing is instead tw

eaked, at an early 
stage, in a w

ay dictated by the particular use to w
hich the visual input is dedi- 

cated.I0 
In a related vein, M

aja M
ataric of the M

IT
 A

rtificial Intelligence L
aboratory 

has developed a neurobiologically inspired m
odel of how

 rats navigate their envi- 
ronm

ents. T
his m

odel exploits the kind of layered architecture" also used in the 
robot H

erbert. O
f m

ost im
m

ediate interest, how
ever, is the w

ay the robot learns 
about its surroundings. A

s it m
oves around a sim

ple m
aze, it detects landm

arks 
that are registered (see Figures 5.3, 5.4, and 5.5) as a com

bination of sensory in- 
put and current m

otion. A
 narrow

 corridor thus registers as a com
bination of for- 

w
ard m

otion and short lateral distance readings from
 sonar sensors. L

ater, if the 
robot is required to find its w

ay back to a rem
em

bered location, it retrieved2 an 
interlinked set of such com

bined sensory and m
otor readings. T

he stored "m
ap" 

of the environm
ent is thus im

m
ediately fit to act as a recipe for action, since the 

m
otor signals are part of the stored spatial know

ledge. T
he relation betw

een tw
o 

locations is directly encoded as the set of m
otor signals that m

oved the robot from
 

one to
 the other. T

he inner m
ap is thus itselfthe recipe for the necessary m

otor 
actions. B

y contrast, a m
ore classical approach w

ould first generate a m
ore objec- 

tive m
ap, w

hich w
ould then need to be reasoned over to plan the route. 

"T
his strategy is described in detail ~n C

hurchland's (1989, C
hapter 5) account of the "connectionist 

crab," in w
hich research in artificial neural netw

orks (see C
hapter 4) is applied to the problem

 of cre- 
ating efficient point-to-point linkages betw

een deform
ed inner "topographic" m

aps. 

"T
his is know

n as a "subsum
ption" architecture, because each of the layers constitutes a com

plete he- 
havior-producing system

 and interacts only in sim
ple w

ays such as by one layer subsum
ing (turning 

o
ff) the activity of another (see B

rooks, 1991). 

a process of spreading activation am
ong landm

ark encoding nodes-see 
M

ataric (1991). 
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F
igure 5.3 Exam

ple of a robot's reflexive navigation behavior in a cluttered office environ- 
m

ent. Labels include landm
ark type and com

pass bearing (L
W

8, left w
all heading south; 

C
O

, corridor heading north; J, Long irregular boundary). (Source: M
ataric, 1991. U

sed by 
kind perm

ission of M
. M

ataric and M
IT Press.) 

F
igure 5.4 A

 m
ap constructed by a robot in the environm

ent show
n in Figure 5.3. T

opo- 
logical links betw

een landm
arks indicate physical spatial adjacency. (Source: M

ataric, 1991. 
U

sed by kind perm
ission of M

. M
ataric and M

IT Press.) 

I 

F
igure 5.5 The m

ap actively carries out path finding. T
he shaded node is the goal node. A

r- 
row

s indicate the spreading of activation from
 the goal. (Source: M

ataric, 1991. U
sed by kind 

perm
ission of M

. M
ataric and M

IT
 Press.) 

Perception, A
ction, and the B

rain 
95 

T
he M

ataric robot 
(w

hich is based o
n

 actual rat neurobiology-see 
M

c- 
N

aughton and N
adel, 

1990) exem
plifies the attractions of w

hat I call "action- 
oriented representations" 

(C
lark, 1997, p. 49): representations that describe the 

w
orld by depicting it in term

s of poss~
ble actions.13 T

his im
age fits nicely w

ith sev- 
eral of the results reported earlier, including the w

ork on m
onkey finger control and 

the m
otor loop specificity of "perceptual" adaptation. T

he products of perceptual 
activity, it seem

s, are not alw
ays action-neutral descriptions of external reality. T

hey 
m

ay instead (and see B
ox 5.2) constitute direct recipes for acting and intervening. 

W
e thus glim

pse som
ething of the shape of w

hat C
hurchland et al. (1994, p. 60) 

describe as a fram
ew

ork that is "m
btocentric" rather than "visuocentric." 

P
utting all this together suggests a m

uch m
ore integrated m

odel of percep- 
tion, cognition, and action. Perception is itself often tangled up w

ith possibilities 
for action and 1s continuously influenced by cognitive, contextual, and m

otor fac- 
tors. It need not yield a rich, detailed, and action-neutral inner m

odel aw
aiting the 

services of "central cognition" so as to deduce appropriate actions. In fact, these 
old distinctions (betw

een perception, cognition, and action) m
ay som

etim
es ob- 

scure, rather than illum
inate, the true flow

 of events. In a certain sense, the brain 
is revealed not as (prim

arily) an engine of reason or quiet deliberation, but as an 
organ of environm

entally situated control. 

13Such representations bear som
e resem

blance to
 w

hat the ecological psychologist J.J. G
ibson called 

"affordances," although G
ibson him

self w
ould reject o

u
r em

phasis o
n
 inner states and encodings. A

n 
affordance is the potential of use and activity that the local environm

ent offers to a specific kind of be- 
ing: chairs afford sitting (to

 hum
ans), and so on. See G

ibson (1979). T
he philosopher R

uth M
illikan 

has developed a nice account of action-oriented representation under the label "pushrnipullyu repre- 
sentation"-see 

M
illikan (1996). 
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5.2 
D

iscussion 

C
onsider once again M

arr's three-w
ay distinction am

ong task, algorithm
, and im

- 
plem

entation. W
e have seen how

 details of bodily m
echanics (synergies of tendons, 

etc.) and em
bodied action taking (m

oving, vlsual saccades, etc.) can radically trans- 
form

 the shape of the com
putational problem

s faced by a real-w
orld agent. T

his 
fact alone puts pressure on the practical value of the three-level schem

a. T
he task 

of visual processing m
ay have pretheoretically seem

ed to require an algorithm
 for 

m
apping passively received 2D

 inform
ation onto a 3D

 inner m
odel of the current 

scene. B
ut reflection on the role of m

otion and action and on our specific behav- 
ioral needs at any given m

om
ent suggests, w

e saw
, a m

uch m
ore m

inim
alist 

picture-one 
in w

hich a m
obile, em

bodied system
 actively seeks the kinds of lim

- 
ited inform

ation and visual cues than w
ill enable it to fulfill a specific current goal, 

and no m
ore. O

ur notions of w
hat top-level task needs to be perform

ed, and of 
w

hat kinds of algorithm
 are adequate to perform

 it, are thus deeply inform
ed by 

reflection on details of bodily im
plem

entation, current needs, and action-taking 
potential. 

Such observationsi4 do not directly underm
ine the tasW

algorithrn/im
plem

en- 
tation distinction itself. B

ut they do reveal the possibility of an upw
ard cascade of 

influence in w
hich even Isolating the right task depends on an appreciation of de- 

tails of body and im
plem

entation. M
ore radically still, a closer confrontation w

ith 
natural system

s casts som
e doubt on the biological applicability of the three-w

ay 
distinction itself. T

he root of the problem
 hereabouts concerns the proper w

ay to 
m

ap the three analytic levels (task/algorithmlimplementation) onto actual details 
of neural organization. T

hus C
hurchland and Sejnow

ski (1990, p. 249) observe that 
there are m

any levels of neural organization, including "the biochem
ical . . . the 

m
em

brane, the single cell, and the circuit, and perhaps. . . brain subsystem
s, brain 

system
s, brain m

aps and the w
hole central nervous system

." W
hich of these vari- 

ous levels of organization is the level of im
plem

entation? O
bviously, the answ

er 
depends on exactly w

hat function or task w
e are studying. O

ne result of this m
ul- 

tiplicity of possible targets, how
ever, is that w

hat is an algorithm
ically interesting 

detail relative to one task m
ay w

ell be "m
ere im

plem
entation detail" relative to an- 

other. T
o understand circuit x, you m

ay need to know
 that x uses a specific algo- 

rithm
 to, e.g., choose the greatest of eight m

agnitudes. B
ut to understand the sub- 

system
 of w

hich x is a part, all you need to know
 is that x selects the greatest 

m
agnitude-the 

rest is "m
ere im

plem
entation detail." E

xplaining fine-grained pat- 
terns of breakdow

n m
ay, how

ever, yet again force attention onto details that w
ere 

previously regarded as m
erely im

plem
entational-details 

of the tim
ing of events, 

the tem
perature range for norm

al functioning of com
ponents, and so on. 

'+See, e.g., C
hurchland and Sejnow

ski (1990, p. 248). 

Perception, A
ction, and the B

rain 
97 

T
he issue of tim

ing, w
ill, in fact, loom

 rather large in som
e of our later dis- 

cussions (see C
hapter 7). For tim

ing considerations are absolutely crucial to m
any 

aspects of neural functioning, including sensorim
otor control and even "passive" 

inform
ation processing. Y

et details of real tim
ing and dynam

ics are inevitably 
w

ashed out in pure algorithm
ic descriptions, since these specify only the input and 

output representations and the sequence of transform
ations that m

ediates betw
een 

them
. C

rucial explanatory w
ork thus rem

ains to be done even w
hen a full algo- 

rithm
ic understanding is in place. O

nce again, the notion that understanding nat- 
ural cognition is sim

ply understanding the algorithm
s that the brain happens to 

im
plem

ent is called into question. 
Finally, recall the discussion of connectionism

 from
 C

hapter 4. O
ne feature of 

those m
odels w

as the apparent collapse of the datalalgorithm
 distinction itself. T

he 
connection w

eights, in such m
odels, act as both know

ledge store and know
ledge- 

m
anipulation algorithm

. If real neural com
putation is indeed anything like con- 

nectionist com
putation, the standard notion of an algorithm

 as a recipe for acting 
on an independent data set also seem

s strictly inapplicable. 
O

verall, then, w
e m

ay agree w
ith C

hurchland and Sejnow
ski (1990, p. 249) 

that "M
arr's three levels of analysis and the brain's levels of organization d

o
 not ap- 

pear to m
esh in a very useful or satisfying m

anner." In particular, im
plem

entation 
level know

ledge m
ay be essential for understanding w

hat tasks the neural system
 

confronts. W
e m

ay also need to recognize a m
ultiplicity of roughly algorithm

ic 
"levels," and (perhaps) to seek types of understanding that are not easily classed as 
algorithm

ic at all. 

B. 
C

O
M

P
U

T
A

T
IO

N
 A

N
D

 IM
PL

E
M

E
N

T
A

T
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Proceeding from
 the w

orries raised in the previous section, consider next the task 
of distinguishing "com

putational" from
 "im

plem
entational" features in the first 

place. For m
ost hum

an-designed com
puter system

s this distinction is easy to draw
. 

B
ut this probably reflects the nature of the conscious design process, in w

hich the 
engineer or program

m
er first conceives of a problem

 solution in term
s of an ab- 

stract sequence of sim
pler steps and then im

plem
ents the sequence by associating 

each step w
ith a distinct and m

echanistically tractable operation. T
his strategy typ- 

ically results in w
hat m

ight be term
ed "neatly decom

posable" system
s in w

hich 
there is a nice clear m

apping betw
een a step-w

ise problem
 solution and the func- 

tionality of a set of relatively independent m
echanical or electronic com

ponents. 
[T

he construction of sem
antically transparent system

s (see C
hapter 2) is plausibly 

seen as one expression of this general tendency in the special case of system
s de- 

signed to m
odel reason-guided behavior.] 

By contrast, biological evolution (as w
e observed earlier) is not thus bound by 

the process of conscious, step-by-step design. T
here is increm

entality in biological 
evolution, to be sure (see, e.g., Sim

on, 1962). B
ut there is no need for biological 
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design to conform
 to

 the principle of neat functional decom
position. Instead, evo- 

lutionary search (by processes such as random
 variation and differential selection) 

can uncover problem
 solutions that depend crucially on com

plex interactions be- 
tw

een m
ultipurpose circuits. T

his is a corner of design space curiously opaque to 
conscious hum

an reason, w
hich is far and aw

ay m
ost com

fortable w
ith sim

ple lin- 
ear interactions betw

een m
ultiple single-purpose com

ponents. 
T

here are, how
ever, w

ays around this apparent m
ism

atch. C
om

putationalists 
lately exploit so-called genetic algorithm

s15 (see B
ox 5.3) that roughly m

im
ic the 

process of evolutionary search and allow
 the discovery of efficient but som

etim
es 

strange and highly interactive adaptive strategies and problem
 solutions. A

 recent 
extension of such approaches uses a variant16 kind of genetic algorithm

 to search 
for new

 kinds of hardw
are design that are freed from

 the "sim
plifym

g constraints 
norm

ally im
posed to m

ake design by hum
ans tractable" (T

hom
pson et al., 1996, 

p. 1). T
hom

pson and his colleagues used a special form
 of genetic algorithm

 to 
evolve real electronic circuits w

hose task w
as to use sonar echo inform

ation to drive 
the w

heels of a m
obile robot so as to avoid crashing into w

alls. T
he genetic algo- 

rithm
 w

orked on a "population" of real electronic circuits driving real robot w
heels. 

U
nhindered by the various constraints that the process of conscious hum

an design 
im

poses on circuit specification, the genetic algorithm
 found highly efficient solu- 

tions to the control problem
. H

um
an designed circuits, for exam

ple, often rely 
heavily o

n
 the use of a global clock to ensure that the output of a state transition 

is not "listened to" by other com
ponents until it has had tim

e to settle into a fully 
on or fully off state. By contrast, the evolved circuitry w

as able to exploit even the 
transient (unsettled) dynam

ics so as to achieve efficient behavior using very m
od- 

est resources (32 bits of R
A

M
 and a couple of flip-flops). In another experim

ent, 
a problem

 
solution w

as found that depended on the slightly different input- 
output tim

e delays of com
ponents. T

hese delays w
ere originally random

ly fm
ed, 

but rerandom
ization at the end of the evolutionary search now

 destroyed success- 
ful perform

ance, show
ing that the circuits had, unexpectedly, com

e to exploit those 
specific (and random

ly chosen) delays as part of the problem
-solving configura- 

tion. T
he authors com

m
ent that, in general: 

it can be expected that all of the detailed physics of the hardw
are w

ill be brought to 
bear on the problem

 at hand: tim
e delays, parasitic capacitances, cross-talk, m

eta- 
stability constraints and other low

-level characteristics m
ight all be used in generating 

the evolved behavior (T
hom

pson et al., 1996, p. 21) 

M
ore recently, the sam

e group has used hardw
are evolution to

 develop a chip 
that distinguishes tw

o tones (1
 and 10 kH

z). C
onventional solutions again rely 

15For a review
, see C

lark (1997, C
hapter 5). 

16Standard G
A

S (genetic algorithm
s) require a fured-dim

ensional search space. T
he variation required 

for efficient hardw
are evolution involves the relaxation of this constraint, so that the num

ber of com
- 

ponents required to solve a problem
 need n

ot be fixed in advance. See T
hom

pson, H
arvey, and H

us- 
bands (1996) and T

hom
pson (1997). 
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heavily o
n

 a global clock that synchronizes the action of m
any logic blocks. T

he 
evolved chip dispenses w

ith the clock and m
akes full use of the low

-level proper- 
ties of the physical device. O

nce again, the result is an am
azingly efficient design 

that uses 21 logic blocks com
pared to

 m
any hundreds in the conventional chip. 

W
hat this w

ork (and w
ork in so-called neurom

orphic V
L

S
I'~

) show
s is that 

low
-level physical properties, of the kind associated w

ith actual physical im
ple- 

m
entation rather than abstract com

putational designs, can be coopted (by natural 
or artificial evolution) into doing very substantial problem

-solving w
ork. W

hen a 
system

 fully exploits such low
-level physical features, it is capable of solving spe- 

cific problem
s w

ith an efficiency close to that determ
ined by the lim

its of physics 
itself. It rem

ains a vexed question w
hether w

e should say in such cases that the sys- 
tem

 is solving the problem
 by non-com

putational m
eans or w

hether w
e should 

1
7
v
e
r
i large-scale integrated circuits. For "

n
eu

~
ro

m
o

r~
h

ic"
 

V
L

SI see M
ead (1989). 
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say, rather, that nature is able to put these unexpectedly subtle and low
-level prop- 

erties to good com
putational use. 

It seem
s clear that restricting ourselves to the level of fam

iliar kinds of algo- 
rithm

ic specification is a poor strategy if w
e hope to understand the w

ay biologi- 
cal brains guide intelligent action. Instead, w

e m
ust pay close and constant atten- 

tion to the nature and properties of neural circuits and to the com
plex interactions 

am
ong brain, body, and environm

ent. T
he strategy of focusing attention on a kind 

of disem
bodied "pure softw

are" level, floating high above the m
essy m

aterial realm
, 

w
orks w

ell w
hen w

e confront com
putational system

s of our ow
n design. B

ut it 
w

orks because of the sim
plifications, regim

entations, and neat decom
positions w

e 
artificially im

pose on the electronic circuitry so as to m
ake it tractable to the process 

of conscious design in the first place. U
nderstanding the intricate, unexpected, yet 

often stunningly efficient products of blind natural evolution calls for other tech- 
niques and w

ays of thinking. It is only by coevolving ideas about w
etw

are, com
- 

putational profile, and environm
ental interactions that this rather opaque region 

of design space w
ill com

e into better focus. 

C
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T
here is som

ething deeply fragm
entary about the vision of neural architecture 

scouted earlier. T
he im

ages of m
ultiple processing stream

s and of special-purpose, 
action-oriented representations com

bine to yield a distinctive vision of the natural 
roots of intelligent behavior in w

hich efficient response depends on the presence 
of w

hat the cognitive neuroscientist V
.S. R

am
achandran calls a "bag of tricks." T

he 
idea, then, is that intelligence does not depend on the translation of incom

ing in- 
form

ation into som
e unitary inner code that is then operated on by general pur- 

pose logical inference (the classical im
age pursued in research program

s such as 
the SO

A
R

 project-see 
C

hapter 2). Instead, w
e confront a m

ixed bag of relatively 
special-purpose encodings and stratagem

s w
hose overall effect is to support the 

particular needs of a certain kind of creature occupying a specific environm
ental 

niche. W
e shall consider further evidence for such a view

 in subsequent chapters. 
B

ut w
e have already seen enough to raise a difficult issue. H

ow
 m

ight large-scale 
coherent behavior arise from

 the operation of such an internally fragm
ented 

system
? 

T
here are (at least) three different w

ays in w
hich such coordination m

ight be 
achieved. T

hey are (1) by internal signaling, (2) by global dissipative effects, and 
(3) by external influence. T

he first is the m
ost obvious route. T

here are, how
ever, 

tw
o quite distinct visions of how

 such signal-based coordination m
ight be achieved. 

O
ne vision depicts the neural com

ponents as passing rich m
essages in a general 

purpose code. T
his vision does not fit w

ell w
ith the "bag of tricks" style of opera- 

tion posited earlier-an 
approach predicated on the efficien

 gains associated w
ith 

special-purpose styles of problem
 solution. A

 som
ew

hat different vision, how
ever, 

com
ports m

uch better w
ith the new

 approach. T
his is a vision of sim

ple signal 
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passing, in w
hich there is no rich trade in m

essages, but rather an austere trade in 
signals that either encourage or inhibit the activity of other com

ponents. [In the 
robotics literature, this vision is cashed in the idea of a subsum

ption architecture 
(B

rooks, 1991)-see 
B

ox 5.4.1 
A

ttractive as the sim
ple signaling m

odel is, m
ore com

plex behaviors w
ill surely 

require additional kinds of internal coordination. C
ontem

porary neuroscientific 
theory displays a variety of proposals that fall m

idw
ay along the spectrum

 of in- 
ternal com

m
unicative com

plexity. T
hus V

an E
ssen et al. (1994) posit neural "gat- 

ing" m
echanism

s w
hose task is to regulate the flow

 of inform
ation betw

een corti- 
cal areas, w

hereas D
am

asio and D
am

asio (1994) posit a series of "convergence 
zones": areas in w

hich m
ultiple feedback and feedforw

ard connections converge 
and that act as sw

itching posts so as to bring about the sim
ultaneous activity of 

the m
ultiple brain areas im

plicated in certain tasks. In both these cases, there is no 
sense in w

hich the inner control system
 (the gating neurons or the convergence 

zone) has access to all the inform
ation flow

ing through the system
. T

hese are not 
executive controllers privy to all the inform

ation in the system
, so m

uch as sim
ple 

sw
itching agents, opening and closing channels of influence betw

een a w
ide vari- 

ety of inner processors and com
ponents. O

ne m
ight also consider the use of so- 

called dissipative effects. T
he idea here (see B

rooks, 1994; H
usbands et al., 1998) 

is to exploit the capacity of a released substance (e.g., a chem
ical neurom

odulator) 
to affect the processing profile of a large chunk of the system

. Such substances 
w

ould be released, have their effects, and then dissipate, returning the system
 to 

norm
al. 

T
he coordinated behavior of m

ultiple inner com
ponents can also som

etim
es 

be achieved not via the use of inner signals or diffuse chem
ical influences but by 
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th
e action o

f the external environm
ent itself. M

uch of H
erbert's coordinated ac- 

tivity (see text an
d

 B
ox 5.4) depends o

n
 the flow

 of actual environm
ental triggers, 

e.g., encountering a table an
d

 then sw
itching in

to
 can-seeking m

ode. A
 m

o
re ad

- 
vanced tw

ist o
n

 this strategy occurs w
hen w

e actively structure o
u

r environm
ents 

in
 w

ays designed to off-load control an
d

 action selection (as w
hen w

e place re- 
m

inders in
 select locations, o

r w
hen w

e lay o
u

t the parts of a m
odel plane in

 the 
correct order for assem

bly). T
his devolution of control to

 the local environm
ent 

is a topic to
 w

hich w
e shall return. 

In
 su

m
, it rem

ains unclear how
 best to

 press coordinated behavior from
 a "bag 

of tricks" style of cognitive organization. B
ut preserving the gains an

d
 advantages 

that such a style of organization offers precludes the use o
f a central executive an

d
 

a heavy duty, m
essage-passing code. Instead, appropriate coordination m

u
st som

e- 
h

o
w

 em
erge from

 the use of sim
pler form

s of internal routing an
d

 signaling an
d

 
(perhaps) fro

m
 the structure of th

e environm
ent itself. 

5.3 Suggested R
eadings 

For a general introduction to the contem
porary neuroscience of perception and action, try M

. 
Jeannerod fie C

ognitive N
euroscience of A

ction (O
xford, E

ngland: B
lackw

ell, 1997). T
his 

covers w
ork on reaching and grasping, and is an especially clear introduction to the inter- 

face betw
een psychology and neuroscience. See also A

. D
. M

ilner and h
l. G

oodale, The V
i- 

sual B
rain in A

ction (O
xford, E

ngland: O
xford U

niversity Press, 1995) for a clear but 
provocative story about vision and action. T

he review
 article by T

. D
ecety and T. G

iezes, 
"N

eural m
echanism

s subserving the perception of hum
an actions." Trends in C

ognitive Sci- 
ences, 3(5), 172-178, 

1999, is also a useful resource. 
For a philosophically, com

putationally, and neuroscientifically inform
ed discussion of 

the questions about levels of analysts and explanation, see P. S. C
hurchland and T. J. Sejnow

ski, 
The C

om
putational B

rain (C
am

bridge, M
A

: M
IT

 Press, 1992), a dense but accessible treat- 
m

ent of contem
porary com

putational neuroscience, w
ith especially useful discussions of the 

issues concerning levels of analysis and levels of description, and P.S. C
hurchland, N

eu- 
rophilosophy (C

am
bridge, M

A
: M

IT
 Press, 1986), w

hich also contains a useful and accessi- 
ble prim

er on basic neuroscience and neuroanatom
y. 

T
he w

ork on interactive vision and change-blindness is nicely described in P. S. C
hurch- 

land, V
. S. R

am
achandran, and T

. Sejnow
ski, "A

 critique of pure vision." In C
. K

och and 
T

. D
avis (eds.), Large-Scale N

euronal Theories of the B
rain (C

am
bridge, M

A
: M

IT
 Press, 

1994, pp. 23-60). 
See also the review

 articles by D
. Sim

ons and D
. L

evin, "C
hange blind- 

ness." Trends in C
ognitive Sciences, 1, 261-267, 

1997; and D
. B

allard, "A
nim

ate vision." A
r- 

tificial Intelligence, 48, 57-86, 
1991. T

he latter is just about the perfect introduction to com
- 

putational w
ork on real-w

orld, real-tim
e vision. 

For a nice review
 of the w

ork on real-w
orld robotics, see J. D

ean, "A
nim

ats and w
hat 

they can tell us." Trends in C
ognitive Science, 2(2), 6

0
4

7
, 1998. For a longer treatm

ent, in- 
tegrating them

es in philosophy, robotics, and neuroscience, see A
. C

lark, B
eing T

here Pufting 
B

rain, B
ody and W

orld Together A
gain (C

am
bridge, M

A
: M

IT Press, 1997). 
-4nd finally, the various essays in D

aedalus, 127(2), 1998 (special issue on the brain) 
range over a variety of topics relating to the current state ofm

ind/brain research and include 
useful general introductions to w

ork on vision, sleep, consciousness, m
otor action, and lots 

m
ore. 

R
O

B
O

TS
 A

N
D

 A
R

T
lF

lC
 

6.1 Sketches 

In C
hapter 5, w

e began to
 encounter o

u
r first ex- 

am
ples 

of 
w

ork 
in

 
robotics-w

ork 
th

at 
falls 

broadly w
ithin 

th
e 

field th
at has 

com
e to

 
be 

know
n as artificial life. T

his w
ork is characterized 

by three distinct, b
u

t interrelated them
es: 

1. A
n interest in com

plete b
u

t low
-level system

s 
(w

hole, relatively au
to

n
o

m
o

u
s artificial organism

s th
at m

u
st sense an

d
 act in

 
realistic environm

ents). 

2. 
R

ecognition of th
e com

plex contributions of body, action, an
d

 environm
ental 

context to
 adaptive behavior. 

3. 
S

pecial attention to
 issues concerning em

ergence an
d

 collective effects. 

In this sketch, I introduce these topics using tw
o concrete exam

ples: cricket p
h

o
n

o
- 

taxis an
d

 term
ite nest building. 

T
he interest in

 com
plete b

u
t low

-level system
s is m

ost fam
ously illustrated by 

R
odney B

rooks' w
ork o

n
 m

obile robots (m
o

b
o

ts), an
d

 by robots such as H
erbert, 

w
hom

 w
e already m

et in C
hapter 5. B

ut th
e idea of building such creatures goes 

back at least to
 th

e early 1950s w
hen W

. G
rey W

alter created a pair of cybernetic 
turtles n

am
ed

 E
lm

er an
d

 E
lsie. In 1978, the philosopher D

aniel D
ennett published 

a sh
o

rt piece called "W
hy N

o
t the W

hole Iguana" that likew
ise argued in

 favor of 
studying w

hole sim
ple system

s displaying integrated action, sensing, an
d

 planning 
routines (contrast this w

ith th
e stress o

n
 isolated aspects of advanced cognition 

such as chess playing, story understanding, an
d

 m
edical diagnosis displayed by clas- 

sical artificial intelligence--see 
C

hapters 1 an
d

 2
). O

n
e pow

erful reason for such a 
sw

itch, as w
e have noted before, is that biological solutions to

 these m
ore advanced 
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problem
s m

ay w
ell be profoundly shaped by preexisting solutions to m

ore basic 
problem

s of locom
otion, sensing, and action selection. M

oreover, the idea that it 
is fruitful to separate basic functions such as vision, planning, and action taking is 
itself open to doubt: these functions (as w

e also saw
 in the previous chapter) look 

to be quite intim
ately interrelated in naturally intelligent system

s. A
s an exam

ple 
of the w

hole system
 approach in action, let us consider (partly by w

ay of variety- 
B

rooks' robots are a nice, but overused, exam
ple) B

arbara W
ebb's recent w

ork on 
cricket phonotaxis. 

Fem
ale crickets are able to identify a m

ale of the sam
e species by his song, and 

are able to use the detected song as a signal allow
ing the fem

ale to find the m
ale. 

T
he term

 "phonotaxis" 
nam

es this capacity to detect and reliably m
ove tow

ard a 
specific sound or signal. T

he m
ale cricket's song is produced by rubbing its w

ings 
together and consists in a carrier frequency (a sim

ple tone) and a rhythm
 (the w

ay 
the tone is broadcast in discrete bursts, separated by silence, as the w

ings open and 
close). T

he repetition rate of the bursts (or "syllables") is an im
portant indicator 

of species, w
hereas the loudness of the song m

ay help to pick out the m
ost desir- 

able m
ale from

 a group. T
he fem

ale cricket m
ust thus 

1. hear and identify the song of her ow
n species, 

2. localize the source of the song, and 

3, locom
ote tow

ard it. 

T
his w

ay of describing the problem
 m

ay, how
ever, be m

isleading, and for som
e 

increasingly fam
iliar reasons. T

he hear-localiz~
locom

ote routine constitutes a 
neat task decom

position and identifies a sequence of subtasks that w
ould plainly 

solve the problem
. B

ut it is again hostage to a nonbiological vision of single func- 
tionality and sequential flow

. W
ebb, heavily inspired by w

hat is know
n of real 

cricket anatom
y and neurophysiology, describes the follow

ing alternative scenario, 
w

hich w
as successfully im

plem
ented in a robot cricket 

T
he cricket's ears are on its forelegs and are joined by an inner tracheal tube 

that also opens to the w
orld at tw

o other points (called spiracles) o
n

 the body (see 
Figure 6.1). E

xternal sounds thus arrive at each ear via tw
o routes: the direct ex- 

ternal route (sound source to ear) and an indirect internal route (via the other ear, 
spiracles, and tracheal tube). T

he tim
e taken to travel through the tube alters the 

phase of the "inner route" sound relative to the "outer route" sound on the side 
(ear) nearest to the sound source (since sound arriving at the ear closer to the ex- 
ternal source w

ill have traveled a m
uch shorter distance than sound arriving at the 

sam
e ear via the inner route). A

s a result, sim
ple neural o

r electronic circuitry can 
be used to sum

 the out-of-phase sound w
aves, yielding a vibration of greater am

- 
plitude (heard as a louder sound) at the ear nearest the sound source. O

rientation 
in the direction of the m

ale is directly controlled by this effect. E
ach of the tw

o in- 

R
obots and A

rtificial Life 
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sound out of phase 
sound in

 phase 

sound source 
-
 external sound pressure 

-
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-
-
-
>

 internal sound pressure 

tracheal tube 

F
igure 6.1 

C
ricket phonotaxis. The cricket's body channels sounds through an internal tra- 

cheal tube that connects the insect's ears to each other and to tw
o openings, called splra- 

cles, at the top of the body. Each ear is near a knee on a front leg. B
ecause of the tube, sound 

reaches each ear in tw
o w

ays: d~rectly from
 the sound source, and indirectly, m

a the tube, 
from

 the spiracles and other ear. A
t the ear closer to the sound source, the sound that has 

traveled directly to the outside of the eardrum
 has traveled a shorter distance than the sound 

arriving through the tube at the inside of the eardrum
. B

ecause of this difference in dis- 
tance, the sound arriving at one side of this eardrum

 is out of phase w
ith respect to the 

sound arriving at the other slde. A
t this eardrum

 the out-of-phase w
aves are sum

m
ed, caus- 

ing a vibration of greater am
plitude, sensed as a louder sound. (Pictures courtesy of B

ar- 
bara W

ebb.) 
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terneurons (one connected to each ear) fires w
hen the input (vibration am

plitude) 
reaches a critical level. B

ut the one connected to the ear nearest the sound source 
w

ill reach this threshold first. T
he cricket's nervous system

 is set u
p

 so as to reli- 
ably turn the cricket to the side on w

hich the dedicated interneuron fires first. A
S 

a result, the insect responds, at the start of each burst of m
ale song, by turning and 

m
oving in the direction of the sound (hence the im

portance of syllable repetition 
in attracting a m

ate). N
otice, finally, that in this story the particularities of the tra- 

cheal tube are especially crucial to success. A
s W

ebb puts it: 

O
ne of the fundam

ental principles of this system
 is that the cricket's tracheal tube trans- 

m
its sounds OF the desired calling song frequency, and the phase shifts in this trans- 

m
ission are suited to that particular w

avelength. (W
ebb, 1996, p. 64) 

T
he result is that the robot cricket (see Figure 6.2) does not possess any gen- 

eral m
echanism

 for identifying the direction of sounds, nor does it need to actively 
discrim

inate the song of its ow
n species from

 other songs. For other sounds are 
structurally incapable of generating the directional response. T

he robot cricket does 
not succeed by tailoring general purpose capacities (such as pattern recognition 
and sound localization) to the special case of m

ate detection: instead, it exploits 
highly eficient but (indeed, because) special-purpose strategies. It does not build a 
rich m

odel of its environm
ent and then apply som

e logicodeductive inference sys- 
tem

 to
 generate action plans. It does not even possess a central sensory inform

a- 
tion store capable of integrating m

ultim
odel inputs. 

A
s a result, it is not at all obvious that the robot cricket uses anything w

orth 
calling internal representations. V

arious inner states do correspond to salient outer 
param

eters, and certain inner variables to m
otor outputs. B

ut W
ebb argues: 

It is not necessary to use this sym
bolic interpretation to explain how

 the system
 func- 

tions: the variables serve a m
echanical function in connecting sensors to m

otors, a role 
epistem

ologically com
parable to the function of the gears connecting the m

otors to the 
w

heels. (W
ebb, 1994, p. 53) 

In
 fact, understanding the behavior of the robot cricket requires attention to 

details that (from
 the standpoint of classical cognitive science) look m

uch m
ore 

like descriptions of im
plem

entation and environm
ental context than substantive 

features of an intelligent, inner control system
. K

ey factors include, as noted, the 
fixed-length trachea and the discontinuity and repetition of the m

ale song. T
he ex- 

planation of real-life cricket phonotaxis, if the W
ebb m

odel is anyw
here near cor- 

rect,' involves a com
plex interaction am

ong brain, body, and w
orld, w

ith no sin- 
gle com

ponent bearing the brunt of the problem
-solving burden. 

'T
he issue of biological plausibility has been addressed in tw

o w
ays. F

irst, by direct confrontation w
ith 

cricket physiology and neuroanatom
y (W

ebb, 1996) and second, by reim
plem

enting the robotic solu- 
tion so as to allow

 phonotaxis to real cricket song-a 
nice (though nonconclusive) test previously ruled 

out by details of size and com
ponent speed. O

nce reim
plem

ented, the robot w
as indeed able to direct 

and locate real singing m
ales (see L

und et a].. 1997). 

R
obots an

d
 A

rtificial Life 
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0
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F
igure 6.2 Tw

o versions of the robot cricket: the original L
E

G
0 version and a new

er ver- 
sion based on the K

hepera robot platform
. (Photos courtesy of B

arbara W
ebb.) 

O
ne m

ajor strand of w
ork in artificial life thus stresses the im

portance of real- 
tim

e, real-w
orld activity and the distribution of problem

-solving contributions 
across body, brain, and local environm

ent. A
nother strand, to w

hich w
e now

 turn, 
stresses issues concerning em

ergence and collective effects in large ensem
bles. T

o 
get the flavor, consider C

raig R
eynolds groundbreaking w

ork o
n

 flocking. R
eynolds 

(1987) show
ed that the fluid and elegant flocking behavior of birds and other an- 

im
als could be replicated (in com

puter anim
ation) using a group of sim

ulated 
agents (boids) each of w

hich follow
ed just three sim

ple, local rules. 
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T
he rules w

ere, roughly, to try to stay near a m
ass of other boids, to m

atch 
your velocity to that of your neighbors, and to avoid getting too close to any one 
neighbor. W

hen each boid follow
ed these rules, patterns of on-screen activity en- 

sued that quite closely resem
bled the flocking behavior of real birds, schooling fish, 

and other anim
als. W

idely spaced boids im
m

ediately closed ranks, then group m
o- 

tion ensued w
ith each boid m

aking subtle speed and position adjustm
ents as 

needed. A
nd unexpectedly, w

hen the m
obile flock ran into an obstacle, it sim

ply 
parted, w

ashed around it, and reform
ed elegantly on the other side! 

T
he boid w

ork, although initially conceived as a sim
ple tool for com

puter an- 
im

ation, clearly offered possible insight into the m
echanism

s of flocking in real an- 
im

als. M
ore im

portantly, for current purposes, it exem
plified several them

es that 
have since becom

e central to w
ork in artificial life. It show

ed that interesting col- 
lective effects can em

erge as a result of the interactions betw
een m

ultiple sim
ple 

agents follow
ing a few

 sim
ple rules. It show

ed that the com
plexity and adaptabil- 

ity of such em
ergent behavior can often exceed our untutored expectations (w

it- 
ness the elegant obstacle-avoidance behavior). A

nd it began to raise the question 
of w

hat is real and w
hat is m

ere sim
ulation: the boids w

ere not real anim
als, but 

the flocking behavior, it w
as later claim

ed (L
angton, 1989, p. 33) w

as still an in- 
stance of realflocking (W

e w
ill return to this issue in the discussion.) 

T
he boid research, how

ever, really addresses only patterns em
ergent from

 
agent-agent 

interaction. A
n equally im

portant them
e (and one also foregrounded 

in the kind of robotics w
ork discussed earlier) concerns agent-environm

ent inter- 
actions. T

hus consider the w
ay (real) term

ites build nests. T
he key principle be- 

hind term
ite nest building is the use of w

hat have becom
e know

n as "stigm
ergic" 

routines. In a stigm
ergic routine, repeated agent-environm

ent interactions are used 
to control and guide a kind of collective construction process [the w

ord derives 
from

 "stigm
a" (sign) and "ergon" (w

ork) and suggests the use of w
ork as a signal 

for m
ore w

ork-see 
G

rasse (1959) and B
eckers et al. (1994)l. A

 sim
ple exam

ple is 
the term

ite's construction of the arches that structure the nests. H
ere, each term

ite 
deploys tw

o basic strategies. First, they roll m
ud up into balls that are sim

ultane- 
ously im

pregnated-by 
the term

ite-w
ith 

a chem
ical trace. Second, they pick up 

the balls and deposit them
 w

herever the chem
ical trace is strongest. A

t first, this 
leads to random

 depositing. B
ut once som

e im
pregnated m

udballs are scattered 
about, these act as attractors for further deposits. A

s m
udballs pile up, the attrac- 

tive force increases and colum
ns form

. Som
e of these colum

ns are, as luck w
ould 

have it, fairly proxim
al to one another. In such cases, the drift of scent from

 a 
nearby colum

n inclines the term
ites to deposit new

 m
udballs on the side of the 

colum
n nearest to the neighboring colum

n. A
s this continues, so the colum

ns gen- 
tly incline together, eventually m

eeting in the center and creating an arch. Sim
ilar 

stigm
ergic routines then lead to the construction of cells, cham

bers, and tunnels. 
R

ecent com
puter-based sim

ulations have replicated aspects of this process, using 
sim

ple rules to underpin the piling of "w
ood chips" (R

esnick, 1994, C
hapter 3). 

A
nd experim

ents using groups of sm
all real-w

orld robots have show
n sim

ilar ef- 
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fects in laboratory settings (B
eckers et al., 1994). T

he m
oral, once again, is that ap- 

parently com
plex problem

 solving need not alw
ays involve the use of heavy-duty 

individual reasoning engines, and that coordinated activity need not be controlled 
by a central plan or blueprint, nor by a designated "leader." In the term

ite studies 
just described no term

ite know
s m

uch at all: sim
ply how

 to respond to
 an en- 

countered feature of the local environm
ent, such as the chem

ical trace in the 
m

udballs. T
he collective activity is not even orchestrated by regular signaling or 

com
m

unication-instead, 
signals are channeled through the environm

ental struc- 
tures, w

ith one agent's w
ork prom

pting another to respond according to
 som

e sim
- 

ple rule. (In C
hapter 8, w

e w
ill discuss som

e closely related ideas in the realm
 of 

advanced hum
an problem

 solving). 
In sum

, w
ork o

n
 artificial life aim

s to reconfigure the sciences of the m
ind by 

em
phasizing the im

portance of factors other than rich, individual com
putation and 

cogitation. T
hese factors include (1) the often unexpected w

ays in w
hich m

ultiple 
factors (neural, bodily, and environm

ental) m
ay converge in natural problem

 solv- 
ing, (2) the ability to

 support robust adaptive response w
ithout central planning 

or control, and (3
) the general potency of sim

ple rules and behavioral routines op- 
erating against a rich backdrop of other agents and environm

ental structure. 

6.2 D
iscussion 

A
. 

T
H

E
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B
SE

N
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N
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H
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A
C
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W
ork in artificial life and real-w

orld robotics often has a rather radical flavor. T
his 

radicalism
 m

anifests itself as a principled antipathy tow
ard (or at least agnosticism

 
about) the invocation of internal representations, central planning, and rich inner 
m

odels in cognitive scientific explanations of intelligent behaviors2 Such radical- 
ism

 looks, how
ever, som

ew
hat prem

ature given the state of the art. For the no- 
tions of internal representation, inner w

orld m
odels and their ilk w

ere introduced 
to help explain a range of behaviors significantly different from

 those studied by 
m

ost roboticists: behaviors associated w
ith w

hat m
ight reasonably3 be called "ad- 

vanced reason." Such behaviors involve, in particular: 

1. T
he coordination of activity and choice w

ith distal, im
aginary, or counterfac- 

tual states of affairs. 

2. 
T

he coordination of activity and choice w
ith environm

ental param
eters w

hose 
am

bient physical m
anifestations are com

plex and unruly (e.g., open-endedly 
d

isju
n

ctiv
ew

e w
ill review

 exam
ples below

). 

%
ee, e.g., Thelen and Sm

ith (19941, B
rooks (1991), van G

elder (1995), K
eijzer (1998), and B

eer (1995) 
am

ong m
any others. 

'T
his is not to dow

nplay the difficulty or im
portance of basic sensorim

otor routines. It is m
eant m

erely 
to conjure those distinctive skills by w

hich som
e anim

als (notably hum
ans) are able to m

aintain cog- 
nitive contact w

ith distal, counterfactual, and abstract states of affairs. 
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It is these lunds of behavior, rather than locom
otion, w

all follow
ing, m

ate detec- 
tion, and the like, for w

hich the representationalist approach seem
s best suited. 

T
hus consider the first class of cases, the ones involving the coordination of 

activity and choice across som
e kind of physical d

isc~
n

n
ectio

n
.~

 
E

xam
ples m

ight 
include planning next year's fam

ily vacation, plotting the likely consequences of 
som

e im
agined course of action, using m

ental im
agery to count the num

ber of 
w

indow
s in your L

ondon apartm
ent w

hile sitting at your desk in St. L
ouis, M

is- 
souri, o

r doing m
ental arithm

etic. In all these cases, the objects of our cognitive 
activity are physically absent. B

y contrast, alm
ost all5 the cases invoked by the new

 
roboticists involve behavior that is continuously driven and m

odified by the rele- 
vant environm

ental param
eter-a 

light source, the physical terrain, the call of the 
m

ale cricket, etc. Y
et these kinds of problem

 dom
ain, it seem

s clear, are sim
ply not 

sufficiently "representation hungry" (C
lark and T

oribio, 1994) to be used as part 
of any general antirepresentationalist argum

ent. T
his is w

hy the best exam
ples of 

representation-sparse real-w
orld robotics strike us as rather poor exam

ples of gen- 
uinely cognitive phenom

ena. Paradigm
atically cognitive capacities involve the abil- 

ity to generate appropriate action and choice despite physical disconnection. A
nd 

this requires, prim
a facie, the use of som

e inner item
 or process w

hose role is to 
stand in for the m

issing environm
ental state of affairs and hence to support thought 

and action in the absence of on-going environm
ental input. Such inner stand-ins 

are internal representations, as traditionally understood. 
T

he point here-to 
be clear-is 

not to argue that the capacity to coordinate 
action despite physical disconnection strictly im

plies the presence of anything like 
traditional internal representations. For it is certainly possible to im

agine system
s 

that achieve such coordination w
ithout the use of any stable and independently 

identifiable inner states w
hose role is to act as stand-ins or surrogates for the ab- 

sent states of affairs [see K
eijzer (1998) for a nice discussion]. T

he point is rather 
that it is dialectically unsound to argue against the representationalist by adducing 
cases w

here there is no physical disconnection. Such cases are interesting and in- 
form

ative. B
ut they cannot speak directly against the representationalist vision. 

Sim
ilar issues can be raised by focusing on our second class of cases. T

hese in- 
volve not full-scale physical disconnection so m

uch as w
hat m

ight be term
ed "at- 

tenuated presence." T
he issue here is related to a concern often voiced by Jerry 

Fodor, viz. that advanced reason involves selective response to nonnom
ic proper- 

ties (see B
ox 6.1) of the stim

ulus-environm
ent (see Fodor, 1986). N

om
ic proper- 

ties are those that fall directly under physical law
s. T

hus detecting light intensity is 
detecting a nom

ic property. H
um

ans (and other anim
als) are, how

ever, capable of 
selective response to "nonnom

ic" properties such as "being a crum
pled shirtn-a 

4For an extended discussion of the them
es of connection, and disconnection see Sm

ith (1996). 

'A
 

notable exception is L
ynne Stein's w

ork on
 im

agination and situated agency. See Stein (1994) and 
com

m
ents in C

lark (1999b
). 
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property that (unlike, e.g., the shirt's m
ass) does not characterize the object in a 

w
ay capable of figuring in physical Law

s. D
itto for "being a genuine dollar bill" or 

"being a labour victory in the 1996 election." Fodor's (1986, p. 14) view
 w

as that 
"selective response to [such] non-nom

ic properties is the great evolutionary prob- 
lem

 that m
ental representation w

as invented to solve." 
T

he nom
ic/nonnom

ic distinction does not, how
ever, fully serve Fodor's pur- 

poses. For it is clearly possible to respond selectively to "nonnom
ic" 

properties 
such as "shirtness" (w

e do it all the tim
e). If this is to be physically explicable, there 

m
ust be som

e kind of (perhaps com
plex and m

ultifaceted) law
ful relation linking 

our reliable selective responses to shirt-presenting circum
stances. T

he real issue, as 
Fodor (1991, p. 257) m

ore recently acknow
ledges, is not w

hether shirt detection 
falls under law

s, but "that there is no non-inferential w
ay of detecting shirtness." 

T
he deep issue, as Fodor now

 sees it, thus concerns w
hat w

e m
ight call "sim

- 
ple sensory transducability." T

o track a property such as "being a shirt" w
e seem

 
to need to

 use an indirect route-w
e 

directly track a com
plex of other features that 

cum
ulatively signifies shirthood. N

o one could build a sim
ple sensory transducer 

(w
here a transducer is loosely conceived as a device that takes sensory input and 

converts it into a different form
 or signal used for further processing) that (even 

roughly) itself isolated all and only those energy patterns that signify the presence 
of shirts. Instead, you need to detect the obtaining of properties such as "is shirt 
shaped," "could be w

orn by a hum
an," etc. and then (or so Fodor insists) infer the 

presence of a shirt. It is the presence of inferred representations and the associated 
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capacity to go beyond sim
ple, direct transduction that Fodor (1991, p. 257) now

 
sees as the source of a "principled distinction" betw

een very sim
ple m

lnds (such 
as that of a param

ecium
) and the m

inds of advanced reasoners (such as ourselves). 
I think there is som

ething in this. T
here certainly seem

s to be a large gap be- 
tw

een system
s that track directly transducible environm

ental features (such as the 
presence of sugar or the m

ale cricket song) and ones that can respond to m
ore ar- 

cane features, such as the carrying out of a charitable action o
r the presence of a 

crum
pled shirt. P

rim
a facie, the obvious w

ay to
 support selective response to ever- 

m
ore arcane features is to detect the presence of m

ultiple other features and to de- 
velop deeper inner resources that covary w

ith the obtaining of such m
ultiple sim

- 
ple features: com

plex feature detectors, in short. B
ut internal states developed to 

serve such a purpose w
ould, at least o

n
 the face of it, seem

 to count as internal 
representations in good standing. 

T
he proper conclusion here, once again, is not that it is sim

ply inconceivable 
that coordination w

ith w
hat is absent, counterfactual, nonexistent, or not directly 

transducible is im
possible w

ithout deploying inner states w
orth treating as internal 

representations. R
ather, it is that existing dem

onstrations of representation-free o
r 

representation-sparse problem
 solving should not be seen as directly arguing for 

the possibility of a m
ore general antirepresentationalism

. For the problem
 dom

ains 
being negotiated are not, in general, the kind m

ost characteristic of advanced "rep- 
resentation-hungry" reason. 

A
ll this, to

 be sure, invites a num
ber of interesting (and som

etim
es potent) 

replies. T
his discussion continues in C

hapters 7 and 8. 

T
he artificial life literature gives special prom

inence to the notions of em
ergence 

and collective effects. B
ut the notion of em

ergence is itself still ill understood. N
or 

can it be sim
ply identified w

ith the notion of a collective effect, for not every col- 
lective effect am

ounts intuitively to a case of em
ergence, nor does every case of 

em
ergence seem

 (again, intuitively) to involve a collective effect. T
hus consider the 

w
ay a collection of sm

all identical w
eights (billiard balls perhaps) m

ay collectively 
cause a balance-beam

 to tip over onto one side. T
his is a collective effect all right 

(it needs, let us im
agine, at least 30 billiard balls to tip the scale). B

ut w
e seem

 to 
gain nothing by labeling the episode as one of "em

ergent toppling." O
r consider, 

by contrast, the case of the sim
ple robot described in H

allam
 and M

alcolm
 (1994). 

T
his robot follow

s w
alls encountered to the right by m

eans of an inbuilt bias to 
m

ove to the right, and a right-side sensor, contact activated, that causes it to veer 
slightly to the left. W

hen these tw
o biases are w

ell calibrated, the robot w
ill follow

 
the w

all by a kind of "veer and bounce" routine. T
he resultant behavior is described 

as "em
ergent w

all follow
ing," yet the num

ber of factors and forces involved seem
s 

6T
his section ow

es a lot to discussions w
ith Pim

 H
aselager and Pete M

andik 
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too low
, and the factors too diverse, to count this as a collective effect of the kind 

m
entioned in our earlier sketch. 

R
elatedly, w

e need to find an account of em
ergence that is neither so liberal 

as to allow
 just about everything to count as an instance of em

ergence (a fate that 
surely robs the notion of explanatory and descriptive interest), nor so strict as to 
effectively rule out any phenom

enon that can be given a scientific explanation (w
e 

do not w
ant to insist that only currently unexplained phenom

ena should count as 
em

ergent, for that again robs the notion of im
m

ediate scientific interest). R
ather 

it should pick out a distinctive w
ay in w

hich basic factors and forces m
ay conspire 

to yield som
e property, event, or pattern. T

he literature contains a num
ber of such 

suggestions, each of w
hich cuts the em

ergentlnonem
ergent cake in som

ew
hat dif- 

ferent w
ays. A

s a brief rehearsal of som
e prom

inent contenders, consider the 
follow

ing. 

I. Em
ergence as C

ollective Self-organization. 
T

his is the notion m
ost strongly sug- 

gested by the earlier exam
ples of flocking, term

ite nest building, etc. A
s a clinically 

pure exam
ple, consider the behavior of cooking oil heated in a pan. A

s the heat is 
applied it increases the tem

perature difference betw
een the oil at the top (cooler) 

and at the bottom
 (hotter). S

oon, there appears a kind of rolling m
otion know

n 
as a convection roll. T

he hotter, less dense oil rises, to be replaced by the cooler 
oil, w

hich then gets hotter and rises, and so on. O
f such a process, K

elso (1995, 
pp. 7-8) 

w
rites: 

The resulting convection rolls are w
hat physicists call a collective or cooperative effect, 

w
hich arises w

ithout any external instructions. The tem
perature gradient is called a 

control param
eter [but it does not] prescribe or contain the code for the em

erging 
pattern. . . . Such spontaneous pattern form

ation is exactly w
hat w

e m
ean by self- 

organization: the system
 organized itself, but there is no 'self', no agent inside the sys- 

tem
 doing the organizing. 

T
he proxim

al cause of the appearance of convection rolls is the application of heat. 
B

ut the explanation of the rolls has m
ore to d

o
 w

ith the properties of an interact- 
ing m

ass of sim
ple com

ponents (m
olecules) that, under certain conditions (viz. 

the application of heat), feed and m
aintain them

selves in a specific patterned cy- 
cle. T

his cycle involves a kind of "circular causation" in w
hich the activity of the 

sim
ple com

ponents leads to a larger pattern, w
hich then enslaves those sam

e com
- 

ponents, locking them
 into the cycle of rising and falling. (T

hink of the w
ay the 

m
otion of a few

 individuals can start a crow
d m

oving in one direction: the initial 
m

otion induces a process of positive feedback as m
ore and m

ore individuals then 
influence their ow

n neighbors to
 m

ove in the sam
e direction, until the w

hole crow
d 

m
oves as a coherent m

ass.) 
Such collective effects, w

ith circular causation and positive feedback, can be 
usefully understood using the notion of a "collective variablen-a 

variable w
hose 



114 
C

H
A

P
TE

R
 6 

/ 
R

O
B

O
TS

 A
N

D
 A

R
TIFIC

IA
L LIFE

 

changing value reflects the interactive result of the activities of m
ultiple system

ic 
elem

ents. E
xam

ples include the tem
perature and pressure of a gas, the rate of ac- 

celeration and direction of m
otion of the crow

d, the am
plitude of the convection 

rolls, and so on. D
ynam

ic system
s theory (w

hich w
e w

ill introduce in the next 
chapter) specializes in plotting the values of such collective variables as system

ic 
behavior unfolds over tim

e, and in plotting the relations betw
een the collective 

variables and any control param
eters (such as the tem

perature gradient in the oil). 
A

n em
ergent phenom

enon, according to our first account, is thus any interesting 
behavior that arises as a direct result of m

ultiple, self-organizing (via positive feed- 
back and circular causation) interactions occurring in a system

 of sim
ple elem

ents. 
Problem

s? T
his story w

orks w
ell for system

s com
prising large num

bers of es- 
sentially identical elem

ents obeying sim
ple rules. It thus covers flocking, term

ite 
nest building, convection rolls, etc. B

ut it is less dearly applicable to system
s com

- 
prising relatively few

 and m
ore heterogeneous elem

ents (such as the robot cricket 
and the bounce and veer w

all follow
er). 

2
. E

m
ergence as U

nprogram
m

ed F
unctionality. B

y contrast, the idea of em
ergence 

as som
ething like "unprogram

m
ed functionality" is tailor-m

ade for the problem
 

cases just m
entioned. In such cases w

e observe adaptively valuable behavior aris- 
ing as a result of the interactions betw

een sim
ple on-board circuitry and bodily 

and environm
ental structure. Such behaviors (w

all follow
ing, cricket phonotaxis) 

are not supported by explicit program
m

ing o
r by any fully "agent-side" endow

- 
m

ent. Instead, they arise as a kind of side-effect of som
e iterated sequence of 

agent-w
orld 

interactions. T
he point is not that such behaviors are necessarily un- 

expected o
r undesigned-canny 

roboticists m
ay w

ell set out to achieve their goals 
by orchestrating just such interactions. It is, rather, that the behavior is not sub- 
served by an internal state encoding either the goals (follow

 w
alls, find m

ales, etc.) 
o

r how
 to achieve them

. Such behaviors thus depend on w
hat Steels (1994) calls 

"uncontrolled variablesn-they 
are behaviors that can only be very indirectly m

a- 
nipulated, since they depend not on central or explicit control structures but o

n
 

iterated agent-environm
ent 

interactions. 
Problem

s? A
s you m

ight guess, this story w
orks w

ell for the cases just m
en- 

tioned. B
ut it seem

s less clearly applicable to cases of collective self-organization. 
F

or cases of the latter kind clearly do allow
 for a form

 of direct control by the m
a- 

nipulation of a single param
eter (such as the heat applied to the cooking oil). 

3. E
m

ergence as Interactive C
om

plexity. I think w
e can d

o
 som

e justice to both the 
proceeding accounts by understanding em

ergent phenom
ena as the effects, pat- 

terns, o
r capacities m

ade available by a certain class of com
plex interactions be- 

tw
een system

ic com
ponents. R

oughly, the idea is to depict em
ergence as the process 

by w
hich com

plex, cyclic interactions give rise to stable and salient patterns of sys- 
tem

ic behavior. B
y stressing the com

plexity of the interactions w
e allow

 em
ergence 

R
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to com
e (obtain) in degrees. P

henom
ena that depend on repeated linear interac- 

tions w
ith only sim

ple kinds of feedback loop (e.g., a strict tem
poral sequence in 

w
hich x affects y w

hich then affects x) w
ill count as, at best, only w

eakly em
ergent. 

In such cases it is usually unclear w
hether talk of em

ergence is explanatorily use- 
ful. By contrast, phenom

ena that depend on m
ultiple, nonlinear (see B

ox 6.2), tem
- 

porally 
asynchronous, positive 

feedback 
involving 

interactions 
w

ill 
count as 

strongly em
ergent. B

ounce-and-veer w
all follow

ing is thus a case of w
eak em

er- 
gence, w

hereas the convection roll exam
ple, w

hen fully described, turns out to be 
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a classic case of strong em
ergence (see K

elso, 1995, pp. 5-9). E
m

ergent phenom
- 

ena, thus defined, w
ill typically rew

ard understanding in term
s of the changing val- 

ues of a collective variable-a 
variable (see above) that tracks the pattern resulting 

from
 the interactions of m

ultiple factors and forces. Such factors and forces m
ay 

be w
holly internal to the system

 or m
ay include selected elem

ents of the external 
environm

ent. 

4. E
m

ergence as U
ncom

pressible U
nfolding. Finally (and for the sake of com

plete- 
ness), I should note another (and I think quite different) sense of em

ergence rep- 
resented in the recent literature. T

his is the idea of em
ergent phenom

ena as those 
phenom

ena for w
hich prediction requires sim

ulation-and 
especially those in w

hich 
predication of som

e m
acrostate P

 requires sim
ulation of the com

plex interactions 
of the realizing m

icrostates M
I-M

,. 
(See B

ox 6.3 for an exam
ple.) B

edau (1996, p. 
344) thus defines a system

ic feature or state as em
ergent if and only if you can pre- 

dict it, in detail, only by m
odeling all the interactions that give rise to it. In such 

cases, there is no substitute for actual sim
ulation if w

e w
ant to predict, in detail, 

the shape of the m
acroscopic unfolding. 

Problem
s? T

his definition of em
ergence strikes m

e as overly restrictive. For 
exam

ple, even in cases involving m
ultiple, com

plex, nonlinear, and cyclic interac- 
tions, it w

ill often be possible to m
odel system

ic unfolding by sim
ulating only a 

subset of actual interactions. C
onvection roll form

ation, for exam
ple, succum

bs to 
an analysis that (by exploiting collective variables) allow

s us to predict how
 the 

patterns (given a set of initial conditions) w
ill form

 and unfold over tim
e. B

edau's 
proposal, in effect, restricts the notion of em

ergence to phenom
ena that resist all 

R
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such attem
pts at low

-dim
ensional m

odeling. M
y intuition, by contrast, is that em

er- 
gent phenom

ena are often precisely those phenom
ena in w

hich com
plex interac- 

tions yield robust, salient patterns capable of supporting prediction and explana- 
tion, i.e., that lend them

selves to various form
s of low

-dim
ensional projection. 

C
. 

LIFE A
N

D
 M

IN
D

' 

W
ork in artificial life also raises som

e fundam
ental questions concerning the very 

idea of life and the relationship betw
een life and m

ind. O
n the very idea of life, the 

challenge is direct and sim
ple: could life be actually instantiated (rather than sim

- 
ply m

odeled) in artificial m
edia such as robots or com

puter-based ecosystem
s? 

C
onsider, for exam

ple, the virtual ecosystem
 nam

ed T
ierra (R

ay, 1991, 1994). H
ere, 

digital organism
s (each one a kind of sm

all program
) com

pete for C
PU

 tim
e. T

he, 
"organism

s" can reproduce (copy) and are subject to change via random
 m

uta- 
tions and occasionally incorrect copying. T

he system
 is im

plem
ented in the m

em
- 

ory of the com
puter and the "organism

s" (code fragm
ents or "codelets") com

pete, 
change, and evolve. A

fter a w
hile, R

ay w
ould stop the sim

ulation and analyze the 
resultant population. H

e found a succession of successful (often unexpected) sur- 
vival strategies, each one exploiting som

e characteristic w
eakness in the proceed- 

ing dom
inant strategy. Som

e codelets w
ould learn to exploit (piggyback on) the 

instructions em
bodied in other organism

s' code, as "virtual parasites." L
ater still, 

codelets evolved capable of diverting the C
PU

 tim
e of these parasites onto them

- 
selves, thus parasitizing the parasites, and so on. T

he follow
ing question then arises: 

A
re these m

erely virtual, sim
ulated organism

s or is this a real ecosystem
 populated 

by real organism
s "living" in the unusual niche of digital com

puter m
em

ory? R
ay 

him
self is adam

ant that, at the very least, such system
s can genuinely support sev- 

eral properties characteristic of life-such 
as real self-replication, real evolution, 

real flocking, and so on (see R
ay, 1994, p. 181). 

O
ne debate, then, concerns the effective definition of life itself, and perhaps 

of various properties such as self-replication. In this vein, B
edau (1996, p. 338) 

urges a definition of life as "supple adaptationn-the 
capacity to respond appro- 

priately, in an indefinite varietj. of w
ays, to an unpredictable (from

 the perspective 
of the organism

) variety of contingencies. Such a definition [unlike, for exam
ple, 

one focused on the m
etabolization of m

atter into energy-see 
Schrodinger (1969) 

and B
oden (1999)] clearly allow

s events and processes subsisting in electronic and 
other m

edia to count as instances of life properly so-called. O
ther authors focus 

on still other properties and features, such as autopoiesis (autopoietic system
s 

actively 
create and 

m
aintain 

their 
ow

n boundaries, 
w

ithin 
w

hich 
com

plex 
circular interactions support the continued production 

of essential chem
icals 

and m
aterials-see 

V
arela, M

aturana, and U
ribe, 1974), autocatalysis (sets of 

'T
hanks to B

rian K
eeley for insisting on the im

portance of these topics, and for helping m
e to think 

about them
. 
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elem
ents--chem

ical 
o

r com
putational-that 

catalyze their ow
n production fro

m
 

available resources-see 
K

auffm
an, 1995), self-reproduction, genetics, an

d
 m

etab- 
olization (C

rick, 1981), an
d

 so o
n

. A
 very real possibility-also 

m
entioned by B

e- 
d

au
 (1996)-is 

that "life" is a so-called cluster concept, involving m
ultiple typical 

features n
o

n
e of w

hich is individually necessary for a system
 to co

u
n

t as alive, an
d

 
m

ultiple different subsets of w
hich could be sufficient. 

T
here is also a debate ab

o
u

t th
e relations betw

een life an
d

 m
in

d
. O

n
e w

ay to
 

resist the w
orry (see S

ection A
) th

at these sim
ple, life-like system

s tell us little about 
really cognitive phenom

ena is to
 hold that life an

d
 m

in
d

 share deep organizational 
features an

d
 th

at th
e project of understanding m

in
d

 is thus continuous w
ith the 

project of understanding life itself. T
he position is nicely expressed by G

odfrey- 
S

m
ith (1996a, p. 320) in his description8 of the thesis of "strong continuity": 

Life and m
ind have a com

m
on abstract pattern or set of basic organizational proper- 

ties. T
he functional9 properties characteristic of m

ind are an enriched version of the 
functional properties that are fundam

ental to life in general. M
ind is literally life-like. 

T
his, as G

odfrey-S
m

ith notes, is a deep claim
 ab

o
u

t the p
h

en
o

m
en

o
n

 of m
ind it- 

self. It th
u

s goes beyond th
e m

o
re m

ethodological claim
 th

at th
e scientific inves- 

tigation of m
in

d
 should proceed by looking at w

hole, em
bodied life-form

s, an
d

 as- 
serts that th

e central characteristics of m
in

d
 are, in

 large part, those of life in general. 
T

his is not to im
ply, of course, that life an

d
 m

in
d

 are exactly equivalent-just 
th

at if w
e understood the deep organizing principles of life in

 general, w
e w

ould 
have com

e a very long w
ay in the project of understanding m

ind. In
 m

o
re con- 

crete term
s, th

e thesis of strong continuity w
ould be true if, for exam

ple, th
e b

a- 
sic concepts needed to

 understand the organization of life tu
rn

ed
 o

u
t to be self- 

organization, collective dynam
ics, circular causal processes, autopoiesis, etc., an

d
 

if those very sam
e concepts and constructs tu

rn
ed

 o
u

t to
 be central to

 a proper sci- 
entific understanding of m

ind. A
 specific-and 

currently quite popular-version 
of th

e strong continuity thesis is th
u

s the idea th
at the concepts an

d
 constructs of 

dynam
ic system

s theory w
ill tu

rn
 o

u
t to

 be th
e best tools for a science of m

ind, 
an

d
 

w
ill 

sim
ultaneously 

reveal 
th

e 
fundam

ental 
organizational 

sim
ilarity of 

processes operating across m
ultiple physical, evolutionary, and tem

poral scales. 
T

he danger, of course, is that by stressing unity an
d

 sim
ilarity w

e m
ay lose sight 

of w
hat is special an

d
 distinctive. M

ind m
ay indeed participate in

 m
an

y
 of the dy- 

nam
ic processes characteristic of life. B

ut w
hat ab

o
u

t o
u

r old friends, the funda- 

8A
s far as I can tell, G

odfrey-Sm
ith rem

ains agnostic on the truth of the strong continuity thesis. H
e 

m
erely presents it as one of several possible positions and relates it to certain trends in the history of 

ideas. See G
odfrey-Sm

ith (1996a,b). 
'It 

m
ay be that G

odfrey-Sm
ith overplays the role of functional description here. R

ecall our discussions 
of function versus im

plem
entation in C

hapters 1 through 6. For a version of strong continuity w
ith- 

out the functional em
phasis, see W

heeler (1997). 
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m
entally reason-based transitions an

d
 the grasp of th

e absent an
d

 the abstract char- 
acteristic of advanced cognition? 

- 
B

alancing these explanatory needs (the need to
 see continuity in nature and 

th
e need to

 appreciate th
e m

ental as som
ehow

 special ) is perhaps th
e hardest part 

of recent cognitive scientific attem
pts to naturalize th

e m
in

d
. 

6.3 Suggested R
eadings 

U
seful general introductions to w

ork in robotics and artificial life include S. Levy, A
rtificial 

Life (L
ondon: C

ape, 1992), a journalistic but solid introduction to the history and practice 
of artificial life, and S. Franklin, A

rtificial M
inds (C

am
bridge, M

A
: M

IT
 Press, 1995). C

. 
L

angton (ed.), Artij5cial Life: A
n O

verview
 (C

am
bridge, M

A
: M

IT
 Press, 1995) reprints the 

first three issues of the journal A
rtijkial Life and includes excellent, specially com

m
issioned 

overview
 articles covering robotics, collective effects, evolutionary sim

ulations, and m
ore. 

It includes one of R
ay's papers on the T

ierra project, as w
ell as excellent introductory 

overview
s by (am

ong other) Luc Steels, Pattie M
aes, and M

itchel R
esnick. 

For an excellent treatm
ent of the issues concerning em

ergence and collective effects, the 
reader is strongly encouraged to look at M

. R
esnick, Turtles, Term

ites and T
raficJam

s (C
am

- 
bridge, M

A
: M

IT
 Press, 1994). T

his is a delightful, sim
ulation-based introduction to the 

em
ergence of com

plex effects from
 the interaction of sim

ple rules. Softw
are is available on 

the w
eb. 
For the philosophical issues concerning em

ergence, representation, and the relation of life 
to m

ind, see various essays in M
. B

oden (ed.), T
he P

hilosophy of A
rtificial Life (O

xford, E
n- 

gland: O
xford U

niversity Press, 1996), especially the papers by L
angton, W

heeler, K
irsh, and 

B
oden. A

. C
lark, B

eing There: P
utting B

rain, B
ody and U

'orld Together A
gain (C

am
bridge, 

M
A

: M
IT

 Press, 1997) is an extended treatm
ent of m

any of the core issues. 
For w

ork on real-w
orld robotics and the im

portance of physical im
plem

entation, see H
. 

C
hiel and R

. B
eer "T

he brain has a body." Trends in N
euroscience, 20, 553-557, 

1997. T
his 

is an excellent short sum
m

ary of evidence in favor of treating the nervous system
, body, and 

environm
ent as a unified system

. R. M
cC

lam
rock, E

xistential C
ognition: C

om
putational 

M
inds in the W

orld (C
hicago: U

niversity of C
hicago Press, 1995) is a w

ell-executed philo- 
sophical argum

ent for vlew
ing q

e
 m

ind as essentially environm
entally em

bedded, and B
. 

W
ebb "

A
 C

ricket R
obot." Scientific A

m
erican, 275, 62-67, 1996, is a user-friendly account 

of the w
ork on the robot cricket. 

V
olum

es of conference proceedings probably offer the best view
 of the actual practice 

of artificial life. See, e.g., A
rtificial Life I-V11 (and counting) published by M

IT
 Press, C

am
- 

bridge, M
A

. 



7.1 Sketches 

C
ognitive science, w

e have seen, is involved in an 
escalating retreat from

 the inner sym
bol: a kind 

of inner sym
bol flight. T

he original com
puta- 

tional vision (C
hapters 1 and 2) displayed no such 

qualm
s and happily tied syntax to sem

antics us- 
ing static inner item

s that could stand for sem
an- 

tic contents. Such item
s w

ere invariant ("token 
identical") across different contexts and w

ere eas- 
ily thought of as inner sym

bols. C
onnectionist ap- 

proaches (C
hapter 4) expanded our conception of 

the syntax/sem
antics link, allow

ing context-sensi- 
tive coalitions of unit activity to bear the sem

antic burden and producing sensible 
behaviors and judgm

ents w
ithout the use of static, chunky, easy-to-interpret inner 

states. C
onnectionism

, w
e m

ight say, show
ed us how

 to believe in internal repre- 
sentations w

ithout quite believing in traditional internal sym
bols. R

ecent w
ork in 

neuroscience, anim
ate vision, robotics, and artificial life (C

hapters 5 and 6
) has ex- 

panded our conceptions still further, by displaying an even w
ider range of neural 

dynam
ics and possible coding strategies and by stressing the profound roles of tim

- 
ing, body, m

otion, and local environm
ent in biological problem

 solving. 
B

ut as the com
plexity and environm

ental interactivity of our stories increase, 
so the explanatory leverage provided by the original com

plex of theoretical notions 
(sym

bols, internal representations, com
putations) seem

s to dim
inish. D

ynam
ic 

system
s theory, as it is used in recent1 cognitive science, can be seen as an attem

pt 

'D
ynam

ic approaches to cognition go back at least as far as the w
onderful cybernetics literature of the 

1940s and 1950s-see, 
e.g., W

iener (1948) and A
shby (1952, 1956). B

ut the approach fell into disfavor 
in the early days of sym

bol system
 A

.I. Its recent resurgence ow
es a lot to the efforts of theorists such as 

K
elso (1995), van G

elder (1995), T
helen and Sm

ith (1994). B
eer (1995). and van G

elder and P
ort (1995). 

D
ynam
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to find analytic tools better suited to the study of com
plex interactive system

s. 
W

hether such tools offer an out-and-out alternative to the traditional theoretical 
fram

ew
ork, or are better seen as a kind of subtle com

plem
ent to that fram

ew
ork, 

are m
atters to w

hich w
e w

ill soon return. T
he first order of business is to

 clarify 
w

hat a dynam
ic approach involves. 

D
ynam

ic system
s theory is a w

ell-established fram
ew

ork in physical ~
cien

ce.~
 

It is prim
arily geared to m

odeling and describing phenom
ena that involve change 

over tim
e (and change in rate of change over tim

e, and so on). Indeed, the broad- 
est definition of a dynam

ic system
 is sim

ply any system
 that changes over tim

e. 
Just about every system

 in the physical w
orld (including all com

putational system
s) 

is thus a dynam
ic system

. B
ut it is only w

hen the patterns of change over tim
e ex- 

hibit a certain kind of com
plexity that the technical apparatus of dynam

ic system
s 

theory really com
es into its ow

n. S
om

e of the key features on w
hich this special 

kind of explanatory pow
er depends include 

1. the discovery of pow
erful but low

-dim
ensional descriptions of system

ic un- 
folding, 

2. 
the provision of intuitive, geom

etric im
ages of the state space of the system

, 

3. the (closely related) practice of isolating control param
eters and defm

ing collec- 
tive variables (see below

), and 

4. the use of the technical notion of coupling (see below
) to m

odel and track 
processes involving continuous circular causal influence am

ong m
ultiple sub- 

system
s. 

T
ransposed into the cognitive scientific dom

ain, these features m
ake dynam

ic ap- 
proaches especially attractive for understanding those aspects of adaptive behavior 
that depend on com

plex, circular causal exchanges in
 w

hich som
e inner factor s

 
is continuously affecting and being affected by som

e other (inner o
r outer) factor 

y (w
hich m

ay itself stand in sim
ilar relations to a factor z, and so on). S

uch com
- 

plex causal w
ebs, as w

e began to see in the previous chapter, are often character- 
istic of natural system

s in w
hich neural processing, bodily action, and environ- 

m
ental forces are constantly and com

plexly com
bined. T

o get the flavor of the 
dynam

ic approach in action, let us review
 a few

 exam
ples. 

C
ase I: R

hythm
ic Finger M

otion 

C
onsider the case (K

elso, 1981, 1995, C
hapter 2

) of rhythm
ic finger m

otion. H
um

an 
subjects, asked to m

ove their tw
o index fingers at the sam

e frequency in a side-to- 
side "w

iggling" m
otion, display tw

o stable strategies. E
ither the fingers m

ove in 
phase (the equivalent m

uscles of each hand contract at the sam
e m

om
ent), or ex- 

actly antiphase (one contracts as the other expands). T
he antiphase solution, how

- 
ever, is unstable at high frequencies of oscillation-at 

a critlcal frequency it collapses 
into the phased solution. 

ISee, e.g., A
braham

 and Shaw
 (1992). 



1
2
2
 

C
H

A
P

T
E

R
 7 

/ 
D

Y
N

A
M

IC
S

 

H
ow

 should w
e explain and understand this patter of results? O

ne strategy is 
to seek a m

ore illum
inating description of the behavioral events. T

o this end, K
elso 

and his colleagues plotted the phase relationship betw
een the tw

o fingers. T
his vari- 

able is constant for a w
ide range of oscillation frequencies but is subject to a dra- 

m
atic shift at a critical value-the 

m
om

ent of the antiphaselphase shift. Plotting 
the unfolding of the relative phase variable is plotting the values of w

hat is know
n 

as a "collective variable," w
hose value is set by a relation betw

een the values of other 
variables (the ones describing individual finger m

otions). T
he values of these col- 

lective variables are fixed by the frequency of m
otion, w

hich thus acts as a so-called 
control param

eter. T
he dynam

ic analysis is then fleshed out by the provision of a 
detailed m

athem
atical description-a 

set of equations displaying the space of pos- 
sible tem

poral evolutions of relative phase as governed by the control param
eter. 

T
his description fixes, in detail, the so-called state space of the system

. A
 system

ic 
state is defined by assigning a value to each system

ic variable, and the overall state 
space (also know

n as phase space) is just the set of all possible values for these vari- 
ables-all 

the value com
binations that could actually com

e about. D
ynam

icists of- 
ten think about target system

s in term
s of possible trajectories through such state 

spaces-possible 
sequences of states that could take the system

 from
 one location 

in state space to another. T
he set of possible trajectories through a state space is 

called the "flow
." Finally, certain regions of the state space m

ay exhibit notable 
properties (see B

ox 7.1). A
n attractor is a point o

r region such that any trajectory 
passing close by w

ill be draw
n into the region (the area of such influence being 

know
n as the basin of attraction). A

 repellor is a point or region that deflects in- 
com

ing trajectories. A
 bifiurcation occurs w

hen a sm
all change in param

eter values 
can reshape the flow

 w
ithin the state space and yield a new

 landscape of attractors, 
repellors, and so on. D

ynam
ic system

s approaches thus provide a set of m
athe- 

m
atical and conceptual tools that helps display the w

ay a system
 changes over tim

e. 
In the case of rhythm

ic finger m
otion, H

aken, K
elso, and B

unz (1985) use a 
dynam

ic analysis to display how
 different patterns of finger coordination (in- 

phaselantiphase, etc.) result from
 different values of the control param

eter (fre- 
quency of oscillation). T

his detailed dynam
ic m

odel w
as capable of (1) account- 

ing for the observed phase transitions w
ithout positing any special "sw

itching 
m

echanism
n-instead, 

the sw
itching em

erges as a natural product of the norm
al, 

self-organizing evolution of the system
, (2

) predicting and explaining the results 
of selective interference w

ith the system
 (as w

hen one finger is tem
porarily forced 

o
u

t of its stable phase relation), and (3) generating accurate predictions of, e.g., 
the tim

e taken to sw
itch from

 antiphase to phase. For a nice review
 of the m

odel, 
see (K

elso, 1995, pp. 54-61). 
A

 good dynam
ic explanation is thus perched m

idw
ay betw

een w
hat, to a m

ore 
traditional cognitive scientist, m

ay at first look like a ("m
ere") description of a pat- 

tern of events and a real explanation of w
hy the events unfold as they do. It is not 

a m
ere description since the param

eters need to be very carefully chosen so that 
the resulting m

odel has predictive force: it tells us enough about the system
 to know
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how
 it w

ould behave in various nonactual circum
stances. B

ut it differs from
 m

ore 
traditional cognitive scientific explanations in that it greatly abstracts aw

ay from
 

the behavior of individual system
ic com

ponents. 

C
ase 2: Treadm

ill Stepping3 

C
onsider the phenom

enon of learning to w
alk. L

earning to w
alk involves a regular 

pattern of developm
ental events that includes (I) the ability, present at birth, to pro- 

duce coordinated stepping m
otions w

hen 
held 

upright in the air, 
(2

) the disap- 
pearance, at about 2

 m
onths, of this response, (3) its reappearance at around 8-10 

m
onths w

hen the child begins to support its ow
n w

eight on its feet, and (4) the ap- 
pearance, at around 1 year old, of independent coordinated stepping (w

alking). 

A
t one tim

e, it w
as thought that the best explanation of this overall pattern 

w
ould depict at as the expression of a prior set of instructions, com

plete w
ith tim

- 
ing, encoded in (perhaps) a genetically specified central pattern generator (see T

he- 
len and S

m
ith, 1994, pp. &

20, 
263-266). 

T
helen and S

m
ith (1994) argue, how

- 
ever, that there is no such privileged, com

plete, and prespecified neutral control 
system

, and that learning to w
alk involves a com

plex set of interactions betw
een 

neural states, the spring-like properties of leg m
uscles, and the local environm

ent. 
W

alking, according to T
helen and S

m
ith, em

erges from
 the balanced interplay of 

m
ultiple factors spanning brain, body, and w

orld, and is best understood using a 
dynam

ic approach that charts the interactions betw
een factors and that identifies 

crucial elem
ents on "control param

eters." 
T

helen and S
m

ith conducted a fascinating sequence of experim
ents yielding 

broad support for such a view
. T

w
o especially significant findings w

ere 

1. that stepping m
otions can be induced during the "nonstepping" w

indow
 (2-8 

m
onths) by sim

ply holding the baby upright in w
arm

 w
ater (instead of air) and 

2. 
that nonstepping 7 m

onth olds held upright on a m
otorized treadm

ill perform
 

coordinated alternating stepping m
otion, and are even able to com

pensate for 
tw

in belts driving each leg at a different speed! 

T
he explanation, according to T

helen and Sm
ith (1994, C

hapters 1
 and 4), is 

that stepping is dynam
ically assem

bled rather than being the expression of a sim
- 

ple inner com
m

and system
. B

odily param
eters such as the leg w

eight, w
hich is ef- 

fectively m
anipulated by partial im

m
ersion in w

ater, and environm
ental factors 

(such as the presence of the treadm
ill) seem

 equally im
plicated in the observed be- 

haviors. In the case of the treadm
ill, further experim

ents revealed that the crucial 

3T
his case is treated in m

ore detail in C
lark (1997). 

D
ynam

ics 

factor w
as the orientation of leg and foot to the treadm

ill. Infants w
ho m

ade flat- 
foot belt contact exhibited treadm

ill stepping, w
hereas those that m

ade only toe 
contact failed to step. T

heIen and S
m

ith (1994, pp. 111-112) explain this by hy- 
pothesizing that the infant leg, w

hen stretched out, is acting like a spring. A
t full 

back stretch, the spring uncoils and sw
ings the leg forw

ard. F
lat-foot belt contact 

precociously ensures this full back stretch and hence initiates stepping. R
elative 

flexor or extensor tendencies in the legs thus contribute heavily to the em
ergence 

of coordinated stepping in the norm
al case (T

helen and S
m

ith, 1994, p. 113). T
he 

treadm
ill stepping task provides an especially useful w

indow
 onto the dynam

ic con- 
struction of infant w

alking, as it highlights the com
plex and subtle interplay be- 

tw
een intrinsic dynam

ics, organic change, and external task environm
ent. In dy- 

nam
ic term

s, the treadm
ill looks to be acting as a real-tim

e control param
eter that 

prom
pts the phase shift, in 7 m

onth olds, from
 nonstepping to sm

ooth alternat- 
ing stepping m

otions. S
tepping behavior thus "em

erges only w
hen the central el- 

em
ents cooperate w

ith the effecters-the 
m

uscles, joints, tendons-in 
the appro- 

priate physical context" (T
helen and S

m
ith, 1994, p. 113). 

C
ase 3: The W

att G
overnor 

C
onsider finally a classic exam

ple recently deployed by Tim
 van G

elder (1995)-the 
operation of the W

att (or centrifugal) governor. T
he job of the governor is to keep 

constant the speed of a flyw
heel that drives industrial m

achinery and is itself driven 
by a steam

 engine. G
iven variations in steam

 pressure and current w
orkload (num

- 
ber of m

ach~
nes being driven, etc.), the flyw

heel speed tends to fluctuate. T
o keep 

it sm
ooth and constant, the am

ount of steam
 entering the pistons is controlled by 

a throttle valve. M
ore steam

 results in m
ore speed; less steam

 results in less speed. 
At 

one tim
e, a hum

an engineer had the unenviable task of m
aking these constant 

corrections. H
ow

 m
ight such a process be autom

ated? 

O
ne solution (w

hich van G
elder describes as the com

putational solution) 
w

ould involve a sequence of steps and m
easurem

ents. For exam
ple, w

e m
ight pro- 

gram
 a device to m

easure the speed of the flyw
heel, com

pare this to som
e desired 

speed, m
easure the steam

 pressure, calculate any change in pressure needed to 
m

aintain the desired speed, adjust the throttle valve accordingly, then begin the 
w

hole sequence anew
 (see van G

elder, 1995, p. 348). W
hat m

akes this kind of so- 
lution com

putational, van G
elder suggests, is a com

plex of fam
iliar features. T

he 
m

ost im
portant one is representation: the device m

easures the speed of the fly- 
w

heel, creates a token that stands for the speed, and perform
s num

erous opera- 
tions (com

parisons, etc.) on this and other representations. T
hese operations are 

discrete and occur in a set sequence, w
hich then repeats itself. T

he sequence in- 
volves a perception/measurement-computation-action 

cycle in w
hich the envi- 



1
2

6
 

C
H

A
P

TE
R

 7 
/ 

D
Y

N
A

M
IC

S
 

ronm
ent is m

easured ("perceived), internal representations created, com
putations 

perform
ed, and an action chosen. T

he overall device reflects a nicely decom
pos- 

able problem
 solution. For it respects a division of the problem

 into these distinct 
subparts, each of w

hich is dealt w
ith independently, and w

hich are coordinated by 
acts of com

m
unication (in w

hich x tells y the value of z and so on). T
he features 

distinctive of the com
putational governor are thus (1) the use of internal repre- 

sentations and sym
bols, (2

) the use of com
putational operations that alter and 

transform
 those representations, (3) the presence of a w

ell-defined perception- 
com

putation-action 
cycle (w

hat van G
elder calls "sequential and cyclic opera- 

tion"), and (4) the susceptibility to step-w
ise inform

ation-processing decom
posi- 

tion (w
hat van G

elder calls "hom
uncularity"). 

N
ow

 for the second solution, the one discovered by Jam
es W

att (see Figure 
7.2). G

ear a vertical spindle into the flyw
heel and attach tw

o hinged arm
s to the 

spindle. T
o the end of each arm

, attach a m
etal ball. L

ink the arm
s to

 the throttle 
valve so that the higher the arm

s sw
ing out, the less steam

 is allow
ed through. A

s 
the spindle turns, centrifugal force causes the arm

s to fly out. T
he faster it turns, 

the higher the arm
s fly out. B

ut this now
 reduces steam

 flow
, causing the engine 

to
 slow

 dow
n and the arm

s to
 fall. T

his, of course, opens the valve and allow
s m

ore 
steam

 to flow
. By clever calibration this centrifugal governor can be set up so as to 

m
aintain engine speed sm

oothly despite w
ide variations in pressure, w

orkload, and 
so on. (T

his story is condensed from
 van G

elder, 1995, pp. 347-350.) 

Spinning w
eighls fly 

outw
ard as splrdle 

rotates faster, thereby 
pulling throttle closed 
a little, and reducing 
stream

 pressure. 

I 

Pulley belted 
to flyw

heel 

F
igure 7.2 The W

att centrifugal governor for controlling the speed of a steam
 engine (Farey, 

1827). [From
 van G

elder, T.1. (1997). "D
ynam

ics and cognition." In J. H
augeland, ed., M

ind 
D

esign 11: Philosophy, Psychology, and A
rtificial Intelligence, rev. ed. C

am
bridge, M

A
: M

IT
 

Press. R
eproduced by kind perm

ission of the author and the publishers, M
IT

 Press.] 
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T
his centrifugal governor, van G

elder claim
s, constitutes a control system

 that 
is noncom

putational, nonrepresentational, and that sim
ply cries out for dynam

ic 
analysis and understanding. In particular, only a dynam

ic analysis can explain the 
peculiarly com

plex, yet effective, relationship that is obtained betw
een the arm

 an- 
gle and the engine speed. A

 m
ad-dog representationalist m

ight, perhaps, try to 
claim

 that the best w
ay to understand this relationship is by depicting the arm

 an- 
gle as a representation of the engine speed. B

ut, van G
elder (1995, p. 353) insists, 

the real relationship is "m
uch m

ore subtle and com
plex than the standard notion 

of representatlon can handle." It is m
ore subtle and com

plex because the arm
 an- 

gle is continuously m
odulating the engine speed at the sam

e tim
e as the engine 

speed is m
odulating the arm

 angle. T
he tw

o quantities are best seen as being code- 
term

ined and codeterm
ining-a 

relationship nicely captured using a dynam
ic ap- 

paratus (see below
) of coupled differential equations. T

he W
att governor then fails 

to
 constitute a com

putational device for tw
o reasons. First, because, o

n
 van G

elder's 
(1995, p. 353) account, com

putation requires the m
anipulation of token-like rep- 

resentations that seem
 notably absent here. A

nd second, because there are n
o

 dis- 
crete operations in the governing processes and hence n

o
 distinct sequence of m

a- 
nipulations to identify w

ith the steps in an algorithm
ic solution. T

he W
att governor 

thus fails to exhibit any of the features associated w
ith the com

putational solution, 
and for a single deep reason: the continuous and sim

ultaneous relations of causal 
influence that obtain am

ong the various factors involved. It is this distinctive kind 
of causal profile that both invites treatm

ent in term
s of an alternative dynam

ic 
analysis and that causes problem

s for the traditional (com
putational and repre- 

sentational) approach. 
T

he w
ay to capture such a com

plex causal relationship, van G
elder asserts, is 

by using the dynam
ic notion of coupling. In a typical quantitative dynam

ic expla- 
nation, the theorist specifies a set of param

eters w
hose collective evolution is gov- 

erned by a set of differential equations. Such explanations allow
 distinct com

po- 
nents (such as the arm

 and the engine) to be treated as a coupled system
 in a specific 

technical sense, viz. the equation describing the evolution of each com
ponent con- 

tains a slot that factors in the other one's current state (technically, the state vari- 
ables of the first system

 are the param
eters of the second and vice versa). T

hus con- 
sider tw

o w
all-m

ounted pendulum
s placed in close proxim

ity o
n

 a single w
all. T

he 
tw

o pendulum
s w

ill tend (courtesy of vibrations running along the w
all) to be- 

com
e sw

ing-synchronized over tim
e. T

his process adm
its of an elegant dynam

ic 
explanation in w

hich the tw
o pendulum

s are analyzed as a single coupled system
 

w
ith the m

otion equation for each one including a term
 representing the influence 

of the other's current state.4 T
his kind of com

plex, constant, m
utual interaction 

is, van G
elder and others claim

,5 m
uch closer to the true profile of agent- 

4See Salzm
an and N

ew
som

e (1
9

9
4

). 

5For exam
ple, B

eer and G
allagher (1992) and W

heeler (1994). 
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environm
ent interactions than is the traditional vision of a sim

ple perception- 
com

putation-action 
sequence. 

W
ith these com

m
ents and case studies in hand, it is now

 reasonably easy to 
construct the case for a dynam

ic cognitive science. T
he case turns o

n
 three basic 

assertions. 
T

he first, relat&
ely unproblem

atic, assertion is that body and w
orld (and hence 

tim
e, m

ovem
ent, and so on) all m

atter, and can play pow
erful roles in adaptive 

problem
 solving. W

e have seen several exam
ples of this earlier in the text, e.g., the 

w
ork o

n
 infant locom

otion, cricket phonotaxis, and anim
ate vision, as w

ell as in 
a w

ealth of research in biology, cognitive neuroethology, and robotics6 T
he sec- 

ond assertion is that body and w
orld m

atter not sim
ply because they provide an 

arena for useful action and a sensitive perceptual front-end, but because neural, 
bodily, 

and environm
ental elem

ents are intim
ately interm

ingled 
courtesy of 

processes of continuous reciprocal causation that criss-cross intuitive boundaries. 
T

his leads to the third and final assertion, that the traditional tools of com
puta- 

tional and representational analysis (w
ith the associated im

age of an input-com
- 

pute-ad 
cycle) cannot d

o
 justice to such a com

plex interactive process and that 
the m

athem
atical and topological resources of dynam

ic system
s theory are to be 

preferred. Such, it seem
s to m

e, is the central argum
ent.' 

B
ut is it really pow

erful 
enough to w

in the day? 

7.2 D
iscussion 

A
. 

T
H

E
 H

ID
D

E
N

 PR
E

M
ISE

 

T
he m

ost radical conclusion to be draw
n from

 the dynam
ic considerations seem

s 
to go som

ething like this: 

T
h

e R
adical E

m
bodied C

ognition Thesis 
Structured, sym

bolic, representational, and com
putational view

s of cognition are m
is- 

taken. Em
bodied cognition is best studied using noncom

putational and nonrepresen- 
tational ideas and explanatory schem

es, and especially the tools of dynam
ic system

s 
theory. 

6For review
, see C

lark ( 1997). 

'T
he 

centrality of the point about continuous reciprocal causation is evident from
 rem

arks such as 
these: "the . . . deepest reason for supposing that the centrifugal governor is not representational is that 
. . . arm

 angle and engine speed are at all tim
es both determ

ined by, and determ
ining each other's be- 

havior. [T
his relationship] is m

uch m
ore subtle and com

plex than the standard concept of representa- 
tion can handle" (van G

elder, 1995, p. 353). O
r again: "adaptive behavior is the result of the continu- 

ous interaction betw
een the nervous sp

tem
, the body and the environm

ent . . . one cannot assign credit 
for adaptive behavior to any one piece of this coupled system

" (C
hiel and B

eer, 1997, p. 555). See also 
van G

elder and Port (1995, pp. ix, 23), Schoner (1993), K
elso (1995), and the discussion in C

lark 
(1998~

). 

D
yn

am
ics 

1
2
9
 

G
iven the nature of the dynam

ic dem
onstrations, it seem

s initially surprising 
to find such radical and sw

eeping conclusions. W
hat w

e seem
 to have before us is, 

surely, just an argum
ent that som

e quite low
-level sensorim

otor engagem
ents w

ith 
the w

orld (finger w
iggling, infant w

alking, W
att governing, etc.) exhibit a com

plex 
causal structure that m

akes it hard to fully explain such engagem
ents using stan- 

dard notions of com
putations and representation, and the input-com

pute-act 
cy- 

cle. T
his seem

s com
patible w

ith (1
) the idea that for higher level cognition, the stan- 

dard fram
ew

ork is still the best and (2) the idea that even at the low
er levels, som

e 
aspects of system

ic unfolding m
ight still rew

ard a m
ore traditional analysis. 

D
espite this, there can be little doubt that genuine and sw

eeping radical re- 
form

 is in the air. T
helen and S

m
ith dearly support the radical thesis, w

riting that: 

E
xplanations in term

s of structure in the head-beliefs, rules, concepts and schem
ata- 

are not acceptable. . . . O
ur theory has new

 concepts at the center-nonlinearity, 
re- 

entrance, coupling heterochronicity, attractors, m
om

entum
, state spaces, intrinsic dy- 

nam
ics, forces. These concepts are not reducible to

 the old ones. (T
helen and Sm

ith, 
1994, p. 339; m

y em
phasis) 

W
e posit that developm

ent happens because of the tim
e-locked pattern of activity across 

heterogenous com
ponents. W

e are not building representations of the w
orld by con- 

necting tem
porally contingent ideas. W

e are not building representations at all! M
ind is 

activity in tim
e . . . the real tim

e of real physical causes. (T
helen and Sm

ith, 1994, 
p. 338; m

y em
phasis) 

Scott K
elso, though m

ore sym
pathetic to a (reconceived) notion of internal infor- 

m
ation bearers (representations?), asserts that 

The thesis here is that the hum
an brain is fundam

entally a pattern-form
ing, self-orga- 

nized system
 governed by non-linear dynam

ical law
s. R

ather than com
pute, our brain 

dw
ells (at least for short tim

es) in m
etastable states. (K

elso, 1995, p. 26; second em
- 

phasis m
ine) 

O
ther w

riters w
ho som

etim
es seem

 tem
pted by the radical thesis include 

Sm
ithers (1994), W

heeler (1994), M
aturana and V

arela (1980), Skarda and Free- 
m

an (1987), and van G
elder (1995). T

he generally balanced and extended treat- 
m

ent in K
eijzer (1998, p. 240) also leans tow

ard the radical conclusion, suggesting 
that attem

pts (such as C
lark, 1997) to preserve the use of a com

putationaltrepre- 
sentational fram

ew
ork am

ount to "the injection of a particular set of thought habits 
into a tentative and still fragile interactionist account of behavior." 

T
he first order of business, then, is to som

ehow
 join the dots, to identify the 

additional ideas and prem
ises that m

ight link the rather lim
ited em

pirical dem
on- 

strations to the sw
eeping radical conclusion. T

he m
ost crucial linking them

e, I now
 

b
e

lie
~

e
,~

 
relates to

 the idea of the continuity of life and m
ind. W

e have already en- 
countered this idea (in C

hapter 6
), so let us be brief. 

8T
hanks to E

sther T
helen for insisting (personal com

m
unications) on the im

portance of this idea. 
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C
onsider-follow

ing 
Pollack (1994)-the 

history of flight. W
hen w

e first en- 
counter birds and w

onder how
 they m

anage to fly, the m
ost superficially salient 

feature m
ight seem

 to be the flapping of w
ings. B

ut, as w
e all now

 know
, and as 

som
e early pioneers found out by bitter experience, pow

erful flapping is not really 
the key. Instead, as the W

right brothers finally figured out: 

m
ost of the problem

 of flylng is in finding a place w
ithin the w

eightlsize dim
ension 

w
here gliding is possible, and getting the control system

s for dynam
ical equilibrium

 
right. Flapping is the last piece, the propulsive engine, but in all its furiousness it blocks 
our perception. (Pollack, 1994, p. 188) 

Specifically, w
hat the flapping obscures is the pivotal im

portance of w
hat is 

know
n as the A

ileron principle-the 
use of control cables and raisable and low

er- 
able w

ing flaps to allow
 the pilot to balance the m

achine w
hile gliding in the air. 

The analogical extension to dynam
ical approaches to cognition is pretty direct: Just like 

flapping, sym
bolic thought is the last piece [of the puzzle] . . . in all its furiousnm

s it 
obscures our perception of cognition as an exquisite control system

 . . . governing a 
very com

plicated real-tim
e physical system

. (Pollack, 1994, p. 118) 

U
nderstanding that real-tim

e physical system
, Pollack believes, is pretty im

- 
possible as long as w

e focus on sym
bolic problem

 solving (flapping). Instead, w
e 

should (Pollack, 1994, p. 119) "unify cognition w
ith naturen-look 

not at "soft- 
w

are law
" but at physical law

. O
nly then w

ill w
e begin to see how

 biological intel- 
ligence can be as robust and flexible as it is-how

, 
for exam

ple, the injured cat can 
im

m
ediately adopt a successful three-legged gait courtesy of the com

plex, interac- 
tive dynam

ics linking neural nets w
ith spring-like m

uscle and tendon system
s. Such 

rich 
interactive dynam

ics have little, 
it seem

s, to d
o

 w
ith 

explicit, 
sym

bol- 
using problem

 solving. Y
et it is this rich nonsyrnbolic substrate that, it is argued, 

form
s the essential basis for all aspects of biological intelligence (see, e.g., T

helen 
and S

m
ith, 1994, p. xxiii). T

his substrate, as w
e saw

, is characterized by processes 
of continuous reciprocal causal influence in w

hich overall interaction dynam
ics 

(rather than som
e privileged, know

ledge-based com
ponent) enable the organism

 
to achieve its goals and to com

pensate for unw
elcom

e environm
ental changes. It 

is in this w
ay that the W

att governor, although clearly itself a noncognitive device, 
m

ay be presented (van G
elder, 1995, p. 358) as "m

ore relevantly sim
ilar" in its op- 

eration to
 (the fundam

ental, dynam
ical substrate of) hum

an cognition than m
ore 

traditional com
putation-and-representation invoking benchm

arks such as SO
A

R
 

(C
hapter 2

) or even N
E

T
talk (C

hapter 4). 

B. 
ST

R
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T
he radical thesis is rooted, then, in a fam

iliar observation: the shape and opera- 
tion of higher level cognitive processes have probably been built, in som

e highly 
path-dependent fashion, on a m

ore evolutionary basic substrate of perception and 
sensorim

otor control. C
onnectionists, how

ever (recall C
hapter 4

) have m
ade sim

- 

D
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ilar points, as have theorists w
orking in traditional artificial intelligence (e.g., Si- 

m
on, 1996), and done so w

ithout calling into question the fundam
ental fram

ew
ork 

of com
putational and representational explanation. W

here's the difference? 
T

he difference again lies in the dynam
icist's em

phasis o
n

 interaction and con- 
tinuous reciprocal causation; the idea that it is the on-going couplings betw

een en- 
vironm

ent, body, and nervous system
 that form

 the basis of real-tim
e adaptive re- 

sponse. A
ccepting both path dependence 

and the interactive nature 
of basic 

sensorim
otor adaptation, how

ever, still falls w
ell short of establishing the thesis of 

radical em
bodied cognition. 

T
hus consider a traditional claim

-that 
w

e som
etim

es solve problem
s by ex- 

ploiting inner m
odels that are designed (by learning or evolution) to function as 

off-line stand-ins for features of our real-w
orld environm

ent. In such cases, w
e tem

- 
porarily abandon the strategy of directly interacting w

ith our w
orld so as to en- 

gage in m
ore "vicarious" form

s of exploration. It is certainly possible that such 
off-line problem

 solving is perfectly continuous w
ith 

various 
on-line, 

highly 
environm

entally interactive, m
otor control strategies. T

hus G
rush (1995) describes 

a piece of circuitry w
hose principal role is the fine-tuning of on-line reaching. T

he 
circuitry, how

ever, involves the use of an inner m
odel (an "em

ulator loop") that 
predicts sensory feedback in advance of the actual signals arriving (rather too 
slow

ly) from
 the bodily peripheries. T

his inner loop, once in place, supports the 
additional functionality of fully off-line deploym

ent, allow
ing the system

 to re- 
hearse m

otor actions entirely in its "im
agination." Such cases suggest both a pro- 

found continuity betw
een sm

ooth m
otor control strategies and higher cognitive ca- 

pacities 
such 

as 
off-line 

reasoning 
and 

im
agination, 

and 
(sim

ultaneously) a 
profound discontinuity in that the system

 is now
 using specific and identifiable in- 

ner states as full-blooded stand-ins for specific extraneural (in this case bodily) 
states of affairs. T

hese are surely internal representations in quite a strong sense. 
A

t such tim
es the system

 is not continuously assem
bling its behavior by balancing 

ongoing neural bodily and environm
ental influences. W

e thus preserve a kind of 
architectural continuity, but w

ithout the added com
m

itm
ent to the radical em

- 
bodied cognition thesis (for a fuller treatm

ent, see C
lark and G

rush, 1999). 

C
. 

R
E

PR
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A
nother w

orry concerns the nature (content) of any putative internal representa- 
tions. For it looks as if the target of m

uch dynam
icist skepticism

 is not internal 
representation per se so m

uch as a particular type of internal representation, viz. 
w

hat are som
etim

es called "objectivist" representations-the 
kind that m

ight be 
featured in a detailed, view

point-independent m
odel of som

e aspect of the w
orld. 

N
otice, then, a second (and I believe, highly significant-see 

C
lark, 1995) w

ay in 
w

hich higher level cognition m
ay be continuous w

ith its m
otor and developm

en- 
tal roots. It m

ay be continuous insofar as it involves internal representations w
hose 

contents (unlike detailed "objectivist' representations) are heavily geared tow
ard 
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the support of typical or im
portant kinds of real-w

orld, real-tim
e action. Such con- 

tents m
ay (as in the previous exam

ple) som
etim

es be m
anipulated "off-linen-but 

they are nonetheless types of content (w
hat I elsew

here call action-oriented con- 
tents) that are especially suited to the control and coordination of real action in 
real tim

e. C
ognition, on this m

odel, need not alw
ays be actually interactive (in- 

volving brain, body, and w
orld as equal partners). B

ut the inner econom
y is deeply 

sculpted and shaped by the interactive needs and patterns of the organism
. 

M
uch dynam

icist skepticism
, on closer exam

ination, looks to address only the 
notion of objectivist (detached, action-independent, highly-detailed, static, gen- 
eral-purpose) internal representations. T

hus T
helen and Sm

ith (1994, pp. 37-44) 
question all these ideas, suggesting instead that w

e treat know
ledge as an action- 

guiding process continually organized against a contextual backdrop that brings 
forth its form

, content, and use. T
he sam

e em
phases characterize V

arela's notion 
of "enaction" in w

hich "cognitive structures em
erge from

 the recurrent sensori- 
m

otor patterns that enable action to be perceptually guided" (V
arela, T

hom
pson, 

and R
osch, 1991, p. 173). In a related vein, A

gre (1995, p. 19) notes the im
por- 

tance 
of 

"indexical-functional representations" 
(such as "a 

few
 

feet straight 
aheadm

)-these 
are ideal for the cheap control of individual action and are con- 

trasted w
ith objectivist m

ap-like representations such as "at latitude 41, longitude 
13." P

erhaps, then, som
e of the disputes really concern the content, not the exis- 

tence, of inner states w
hose role is to stand in for im

portant extraneural states of 
affairs. 

R
elated to this m

ay be an assum
ption concerning the type of inner control 

im
plicated in broadly representationalist/computationalist accounts. T

he assum
p- 

tion, roughly, is that com
putational m

odels involve the storage and use of com
- 

plex inner control structures that plot, in explicit detail, all the values and settings 
of all the physical param

eters involved in a given action. S
om

ething like this as- 
sum

ption w
ould help explain w

hy T
helen and S

m
ith repeatedly associate the idea 

that the brain is a com
putational device w

ith seem
ingly orthogonal ideas about de- 

tailed advance blueprints for behavior, com
plete w

ith internal clocks, full specifi- 
cations of all relevant param

eter settings (joint-angle coordinates, m
uscle fixing 

patterns, etc.) for the lim
bs, and capable of controlling m

ovem
ent by "'pure' neural 

com
m

ands" (T
helen and S

m
ith, 1994, p. 75, see also pp. xix, 62-63,71,264). T

hey 
then contrast this vision of highly detailed, com

plete neural instruction sets w
ith 

the ideas of collective states, phase shifts, and control param
eters, as discussed ear- 

lier. C
ertain preferred collective states of the system

 are depicted as synergetic 
w

holes that can be brought forth (but not "program
m

ed") by the action of som
e 

control param
eter (such as frequency of m

otion in the rhythm
ic finger m

otion case 
and flexor tone in the treadm

ill stepping case). K
elso's description of the braln it- 

self as not a com
puting device but a "pattern-form

ing, self-organized system
" 

(K
elso, 1995, p. 26) has the sam

e flavor. T
he contrast is betw

een system
s w

hose 
behavior is f

~
e

d
 

by com
plete encoded instruction sets and ones w

hose behavior 

D
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em
erges as a sequence of tem

porarily stable states of a com
plex system

 w
ith richly 

interdependent intrinsic dynam
ics. T

he slogan m
ay be "patterns w

ithout pro- 
gram

s"; but the real target is the idea that w
e use com

plex neural instruction sets 
to force orderly behavior from

 m
ultiple m

uscles, links, joints, etc. Such detailed 
forcing is not necessary, it is claim

ed, because the system
 self-organizes into a 

sm
aller set of preferred states w

hose flux m
ay be controlled by the action of som

e 
sim

ple param
eter. (It is a little as if the "com

putationalist," faced w
ith the prob- 

lem
 of m

oving a crow
d from

 A
 to

 B
, w

ere to encode an instruction for each per- 
son's trajectory, w

hereas the dynam
icist sim

ply finds a control param
eter (m

aybe 
increasing the heat on one side of the crow

d) that then exploits the intrinsic re- 
sponses of those closest to it, w

hose m
otion in turn entrains the m

ovem
ents of 

their near neighbors, until the crow
d m

oves as a unified w
hole in the desired di- 

rection). 
T

his is an im
portant and fascinating shift in em

phasis, to be sure. B
ut does it 

really am
ount to a rejection of the idea that the brain com

putes? I suggest that it 
cannot, since there is no necessary com

m
itm

ent on the part of the com
putation- 

alist to the idea of highly detailed or com
plete instruction sets. A

 short piece of 
softw

are, w
ritten in a high-level language, w

ill not itselfspecify how
 or w

hen to 
achieve m

any subgoals-these 
tasks are ceded to

 built-in features of the operating 
system

 or to the activity of a cascade of low
er level code. M

oreover, a program
 can 

perfectly w
ell "assum

e" a necessary backdrop of environm
ental or bodily struc- 

tures and dynam
ics. Jordan et al. 11994) describe a program

 for the control of arm
 

m
otions, but one that assum

es (for its success) a lot of extrinsic dynam
ics such as 

m
ass of arm

, spring of m
uscle, and force of gravity. 

N
ow

 it m
ay be that so very m

uch is done by the synergetic dynam
ics of the 

body-environm
ent 

system
 that the neural contributions are indeed best treated, at 

tim
es, as just the application of sim

ple forces to a com
plex but highly interani- 

m
ated system

 w
hose intrinsic dynam

ics then carry m
ost of the load. B

ut less rad- 
ically, it m

ay be that m
otor activity sim

ply requires less in the w
ay of detailed in- 

ner instruction sets than w
e m

ight have supposed, courtesy of the existence of a 
sm

all set of preferred collective states such that successful behavior often requires 
only the setting of a few

 central param
eters such as initial stiffness in a spring-like 

m
uscle system

 and so on. S
uch sparse specifications m

ay support com
plex global 

effects w
ithout directly specifying joint-angle configurations and the like. 

T
he lack of a particularly detailed kind of neural instruction set does not then 

establish the total absence of stored program
s. Such a characterization is com

pelling 
only at the m

ost extrem
e end of a genuine continuum

. B
etw

een the tw
o extrem

es 
lies the interesting space of w

hat I elsew
here (C

lark, 1997) call "partial program
s"- 

m
inim

al instruction sets that m
axim

ally exploit the inherent (bodily and environ- 
m

ental) dynam
ics of the controlled system

. T
he real m

oral of m
uch actual dynam

ic 
system

s-oriented research is, I suspect, that it is in this space that w
e m

ay expect to 
encounter nature's ow

n program
s. 
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T
he deepest problem

 w
ith the dynam

ic alternative lies, how
ever, in its treatm

ent 
of the brain as just one m

orefactor in the com
plex overall w

eb of causal influences. 
In one sense this is obviously true. Inner and outer factors do conspire to support 
m

any kinds of adaptive success. B
ut in another sense it is either false, or our w

orld 
view

 w
ill have to change in som

e very dram
atic fashion indeed. For w

e do suppose 
that it is the staggering structural com

plexity and variability of the brain that are 
the key to understanding the specifically intelligence-based route to evolutionary 
success. A

nd w
e do suppose that that route involves the ability, courtesy of com

- 
plex neural events, to

 becom
e appraised of inform

ation concerning our surround- 
ings, and to use that inform

ation as a guide to present and future action. If these 
are not truism

s, they are very close to being so. B
ut as soon as w

e em
brace the no- 

tion of the brain as the principal seat of inform
ation-processing activity, w

e are al- 
ready seeing it as fundam

entally different from
, say, the flow

 of a river or the ac- 
tivity of a volcano. A

nd this is a difference that needs to be reflected in our scientific 
analysis: a difference that typically is reflected w

hen w
e pursue the kind of infor- 

m
ation-processing m

odel associated w
ith com

putational approaches, but that looks 
to be lost if w

e treat the brain in exactly the sam
e term

s as, say, the W
att gover- 

nor, or the beating of a heart, or the unfolding of a basic chem
ical re

a
~

tio
n

.~
 

T
he question, in short, is how

 to do justice to the idea that there is a princi- 
pled distinction betw

een know
ledge-based and m

erely physical-causal system
s. It 

does not seem
 likely that the dynam

icist w
ill deny that there is a difference (though 

hints of such a denialla are som
etim

es to be found). B
ut rather than responding 

by em
bracing a different vocabulary for the understanding and analysis of brain 

events (at least as they pertain to cognition), the dynam
icist recasts the issue as the 

explanation of distinctive kinds of behavioral flexibility and hopes to explain that 
flexibility using the very sam

e apparatus that w
orks for other physical system

s, such 
as the W

att governor. 
Such apparatus, how

ever, m
ay not be intrinsically w

ell suited to explaining the 
particular w

ay certain neural processes contribute to behavioral flexibility. T
his is 

because it is unclear how
 it can do justice to the fundam

ental ideas of agency and 
of inform

ation-guided choice. Isn't there a (m
orally and scientifically) crucial dis- 

tinction betw
een system

s that select actions for reasons and on the basis of acquired 
know

ledge, and other (often highly com
plex) system

s that do not display such goal- 
oriented behaviors? T

he im
age of brain, body, and w

orld as a single, densely cou- 

'For 
the last tw

o cases, see G
oodw

in (1995, p. 60). 

''For 
exam

ple, van G
elder's com

m
ents (1995, p. 358) on tasks that m

ay only initially appear to require 
"that the system

 have know
ledge of and reason about, its environm

ent," and T
helen and S

m
ith's (1994, 

p. xix) stress on the brain as a therm
odynam

ic system
. B

y contrast, the dynam
icist K

elso (1995, p. 288) 
sees the key problem

 as "how
 inform

ation is to be conceived in living things, in general, and the brain 
in particular." 

D
ynam

ics 

pled system
 threatens to elim

inate the idea of purposive agency unless it is com
- 

bined w
ith som

e recognition of the special w
ay goals and know

ledge figure in the 
origination of som

e of our bodily  m
otion^.^' T

he com
putational/inform

ation-pro- 
cessing approach provides such recognition by em

bracing a kind of dual-aspect ac- 
count in w

hich certain inner states and processes act as the vehicles of know
ledge 

and inform
ation. 

P
erhaps, then, w

hat is needed is a kind of dynam
ic com

putationalism
 in w

hich 
the details of the flow

 of inform
ation are every bit as im

portant as the larger scale 
dynam

ics, and in w
hich som

e local dynam
ic features lead a double life as elem

ents 
in an inform

ation-processing econom
y. H

ere, then, is one w
ay in w

hich dynam
ic 

and com
putational analyses m

ay proceed hand in hand.12 T
he dynam

ic analyses 
m

ay help identify the com
plex and tem

porally extended physical processes that act 
as the vehicles of representational content. T

raditional com
putationalism

 m
ay have 

been just too narrow
 m

inded in its vision of the likely syntactic form
 of the inner 

bearers of inform
ation and content. O

ur fascination w
ith the static characters and 

strings of natural language led us to expect sim
ple, local, spatially extended states 

to
 function as inner content bearers. C

onnectionist approaches helped us see be- 
yond that vision, by identifving the content bearers as distributed patterns of ac- 
tivity. B

ut it m
ay take the full firepow

er of dynam
ic system

s theory to reveal the 
rich and com

plex space of possible content bearers. 
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T
he w

ork in artificial life (C
hapter 6) and dynam

ic system
s raises, in an especially 

acute form
, a puzzle that w

e have already touched on several tim
es. I think it is 

w
orthw

hile, how
ever, to now

 m
ake this puzzle as explicit and prom

inent as pos- 
sible. T

he puzzle is this: W
hat, in general, is the relation betw

een the strategies used 
to solve basic problem

s of perception and action and those used to solve m
ore ab- 

stract or higher level problem
s? C

an the capacity to solve m
ore intuitively "cogni- 

tive" problem
s (such as planning next year's 

vacation, thinking about absent 
friends, and designing a particle accelerator) be understood in essentially the sam

e 
term

s as the capacity to follow
 w

alls, to coordinate finger m
otions, to generate 

rhythm
ic stepping, and so on? C

ertainly, m
uch of the recent literature o

n
 "em

- 
bodied cognition" seem

s com
m

itted to a notion that I am
 calling "cognitive in- 

crem
entalism

." T
his is the idea that you do indeed get full-blow

n, hum
an cogni- 

tion by gradually adding "bells and w
histles" to basic (em

bodied, em
bedded) 

strategies of relating to the present at hand. It is just such a principle of continu- 

 or a sim
ilar argum

ent, see K
eijzer and B

ern (1996). 

I2Just such a union is pursued in C
rutchfield and M

itchell (1995) and in M
itchell et al. (1994). van 

G
elder's ow

n notion of "revisionary representationalism
" and his discussion of decision field theory 

(van G
elder, 1995, p. 359-363) 

show
 that he is open to

 the idea of such a union. 
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ity that prom
pts T

helen and Sm
ith, for exam

ple, to com
m

ent that "there is in prin- 
ciple no difference betw

een the processes engendering w
alking, reaching, and look- 

ing for hidden objects and those resulting in m
athem

atics and poetry-cognition 
[is] seam

less and dynam
ic" (T

helen and Sm
ith, 1994, p. xxiii). M

uch depends, of 
course, on w

hat w
e are here to understand by the phrase "no difference betw

een." 
For in m

any interesting instances (see also Section B
) w

e can discern both a kind 
of (often structural) continuity alongside som

e quite radical functional disconti- 
nuity. A

s a result, som
e cognitive functions m

ay depend not o
n

 the tw
eaking of 

basic sensorim
otor processing, but on the developm

ent of relatively (functionally) 
independent and (functionally) novel kinds of neural processes. 

A
 case in point looks to be the "tw

o visual system
s" hypothesis of M

ilner and 
G

oodale (1995). M
ilner and G

oodale's claim
, very (very!) briefly is that on-line vi- 

suom
otor action is guided by neural resources that are qulte fundam

entally dis- 
tinct (see B

ox 7.2) from
 those used to support conscious visual experience, off-line 

visual reasoning, and visually based categorization and verbal report. T
he latter 

com
plex of activities depends, it is argued, on a ventral processing stream

 and the 
form

er on a largely independent dorsal stream
. M

ilner and G
oodale's (adm

ittedly 
quite contentious) explanation thus invokes a quite radical dissociation of codings- 
for-on-line action and for off-line reason and im

agination. H
ere, then, is one very 

concrete case in w
hich w

e seem
 to confront not a sim

ple increm
ental process in 

w
hich off-line reason exploits the very sam

e basic m
echanism

s as on-line action 
guidance, but som

ething m
ore dram

atic and different: a case, perhaps, in w
hich 

nature adds functionality by developing w
hole new

 w
ays of processing and ex- 

ploiting sensory input. 
N

otice that the M
ilner and G

oodale story (unlike the exam
ple in Section B

) 
does not depict reflective thought as sim

ply the "off-line" use of strategies and en- 
coding~

 developed to prom
ote fluent action in the here and now

. Instead, it de- 
picts nature as buildlng (though doubtless out of old parts!) a new

 kind of cogni- 
tive m

achinery, allow
ing certain anim

als to categorize and com
prehend their w

orld 
in novel w

ays that are geared to the conceptualization of sensory input via the ex- 
traction of view

er-independent inform
ation (concerning object shape, identity, 

function, and so on). Such m
odes of encoding form

at, package and poise sensory 
inform

ation for use in conceptual thoughts and reason, and create w
hat M

ilner 
and G

oodale (1998, p. 4) suggestively call a system
 for "insight, hindsight and fore- 

sight about the visual w
orld." 

It is not m
y purpose, here, to attem

pt to fully describe, or critically assess this 
proposal (see C

lark, 1999a, for an attem
pt). R

ather, I invoke it m
erely to illustrate 

the em
pirical uncertainties hereabouts. It m

ay indeed be-as 
T

helen, Sm
ith, and 

others suggest-that 
the neural m

echanism
s of higher thought and reason are fully 

continuous w
ith m

echanism
s of on-line action control. B

ut it m
ay be quite other- 

w
ise. M

ost likely, w
hat w

e confront is a subtle and com
plex m

ixture of strategies, 
in w

hich new
 kinds of inform

ation-processing routine peaceably coexist w
ith, and 

D
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a
t tim

es exploit an
d

 coopt, m
o

re prim
itive system

s (F
or so

m
e fascinating conjec- 

tu
re ab

o
u

t th
e possible shape of su

ch
 an

 interplay, see D
am

asio, 1999). 
In

 su
m

, w
e m

u
st treat th

e d
o

ctrin
e o

f cognitive increm
entalism

 w
ith great cau- 

tion. It is a d
o

ctrin
e th

at is b
o

th
 insufficiently precise (concerning w

h
at is to

 co
u

n
t 

as continuity, increm
ental change, etc.) an

d
 em

pirically insecure. A
tten

tio
n

 to
 th

e 
sh

ap
e o

f nature's 
solution to

 basic problem
s o

f real-tim
e response an

d
 sensori- 

m
o

to
r co

o
rd

in
atio

n
 w

ill surely teach u
s a lot. W

h
eth

er it w
ill teach u

s en
o

u
g

h
 to

 
u

n
d

erstan
d

 m
indfulness itself is still u

n
k

n
o

w
n

. 

D
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7.3 Suggested R
eadings 

F
or accessible introductions to dynam

ical system
s theory, try R. A

braham
 and C

. Shaw
, D

~
-

 
nam

ics-The 
G

eom
etry ofB

ehavior (R
edw

ood, C
A

: A
ddison W

esley, 1992); the chapter by 
A

. N
orton, "D

ynam
ics: A

n introduction." In R
. P

ort and T
. van G

elder (eds.), M
ind as M

o- 
tion (C

am
bridge, M

A
: M

IT
 Press, 1995); or (perhaps best of all for philosophers and cog- 

nitive scientists) C
hapters 1-3 

of J. A
. S

cott K
elso, D

ynam
ic P

atterns: The Self-organization 
of B

rian and B
ehavior (C

am
bridge, M

A
: M

IT
 Press, 1995, C

hapters 1-3), w
hich also con- 

tains descriptions of the w
ork on rhythm

icfinger m
otion. 

F
or the w

ork on infant stepping, see E. T
helen and L

. S
m

ith, A
 D

ynam
ic System

s A
p- 

proach to the D
evelopm

ent of C
ognition and A

ction (C
am

bridge, M
A

: M
IT

 Press, 1994), and 
critical discussion in A

. C
lark, "T

he dynam
ical challenge." C

ognitive Science, 21 (4), 461-481, 
1997. For the W

att governor argum
ent, see T

. van G
elder, "W

hat m
ight cognition be ~f 

not com
putation?" Journal of P

hilosophy, 92(7), 345-381, 
1995, and critical discussion in 

A
. C

lark, "T
im

e and m
ind." Journal of P

hilosophy, X
C

V
(7), 354-376, 

1998. 
A

 good w
indow

 on the debate over internal representations is provided by looking at on 
the one hand, A

. C
lark and 7. T

oribio, "D
oing w

ithout representing?" Synthese, 101,401-431, 
1994, and on the other, F. K

eijzer, "D
oing w

ithout representations w
hich specify w

hat to 
do." P

hilosophical P
sychology, 11(3), 267-302, 

1998. T
he latter is a philosophically astute de- 

fense of a fairly radical dynam
icist position, w

hereas the form
er is som

ew
hat m

ore skepti- 
cal. 

T
he collection, by R. P

ort and T
. van G

elder (eds.), M
ind as M

otion (C
am

bridge, M
A

: 
M

IT
 Press, 1995) contains a num

ber of interesting and provocative papers. I especially rec- 
om

m
end the introduction "It's about tim

e," by van G
elder and P

ort, "L
anguage as a dy- 

nam
ical system

," by Jeff E
lm

an (a nice blend of connectionism
 and dynam

ics), and the ro- 
botics-oriented paper by R

. B
eer, "C

om
putational-dynam

ical 
languages for autonom

ous 
agents." 

For further discussion of the broad notion of cognitive increm
entalism

, see J. F
odor, In 

C
ritical C

ondition, (C
am

bridge, M
A

: M
IT Press, 1998, C

hapter 17, pp. 203-214). 



8.1 Sketches 

W
e have com

e a long w
ay. From

 the initial im
age 

of the m
ind as a sym

bol-crunching m
eat m

achine, 
to the delights of vector coding and subsym

bolic 
artificial intelligence, on to the burgeoning com

- 
plexities of real-w

orld, real-tim
e interactive sys- 

tem
s. A

s the journey continued one issue becam
e 

ever m
ore pressing: how

 to relate the insights 
gained from

 recent w
ork in robotics, artificial life, and the study of situated cog- 

nition to the kinds of capacity and activity associated w
ith so-called higher cogni- 

tion? H
ow

, in short, to link the study of "em
bodied, environm

entally em
bedded 

cognition to the phenom
ena of abstract thought, advance planning, hypothetical 

reason, slow
 deliberation, and so on-the 

standard stom
ping grounds of m

ore clas- 
sical approaches. 

In seeking such a link, there are tw
o im

m
ediate options: 

1. T
o em

brace a deeply hybrid view
 of the inner com

putational engine itself. T
o 

depict the brain as the locus both of quick, dirty "on line," environm
ent-ex- 

ploiting strategies and of a variety of m
ore sym

bolic inner m
odels affording va- 

rieties of "off-line" reason. 

2. T
o bet on the basic "bag-of-tricks" kind of strategy all the w

ay up--to 
see the 

m
echanism

s of advanced reason as deeply continuous (no really new
 architec- 

tures and features) w
ith the kinds of m

echanism
s (of dynam

ic coupling, etc.) 
scouted in the last tw

o chapters. 

In this final section, I investigate a third option--or perhaps it is really just a sub- 
tly m

orphed com
bination of the tw

o previous options. 

C
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3. T
o depict m

uch of advanced cognition as rooted in the operation of the sam
e 

basic kinds of capacity used for on-line, adaptive response, but tuned and ap- 
plied to the special dom

ain of external and/or artijcial cognitive a
id

e
th

e
 do- 

m
ain, as I shall say, of w

idew
are or cognitive technology. 

It helps, at this point, to abandon all pretence at unbiased discussion. For the 
interest in the relations betw

een m
ind and cognitive technology lies squarely at the 

heart of m
y ow

n current research program
, taking its cue from

 D
ennett (1995, 

1996), H
utchins (1995), K

irsh and M
aglio (1994), and others. 

T
he central idea is that m

indfulness, or rather the special kind of m
indfulness 

associated w
ith the distinctive, top-level achievem

ents of the hum
an species, arises 

at the productive collision points of m
ultiple factors and forces-som

e 
bodily, som

e 
neural, som

e technological, and som
e social and cultural. A

s a result, the project 
of understanding w

hat is distinctive about hum
an thought and reason m

ay depend 
on a m

uch broader focus than that to w
hich cognitive science has becom

e m
ost 

accustom
ed, one that includes not just body, brain, and the natural w

orld, but the 
props and aids (pens, papers, PC

s, institutions) in w
hich our biological brains learn, 

m
ature, and operate. 

A
 short anecdote helps set the stage. C

onsider the expert bartender. Faced w
ith 

m
ultiple drink orders in a noisy and crow

ded environm
ent, the expert m

ixes and 
dispenses drinks w

ith am
azing skill and accuracy. B

ut w
hat is the basis of this ex- 

pert perform
ance? D

oes it all stem
 from

 finely tuned m
em

ory and m
otor skills? By 

no m
eans. In controlled psychological experim

ents com
paring novice and expert 

bartenders (B
each, 1988, cited in K

irlik, 1998, p. 707), it becom
es clear that expert 

skill involves a delicate interplay betw
een internal and environm

ental factors. T
he 

experts select and array distinchvely shaped glasses at the tim
e of ordering. T

hey 
then use these persistent cues so as to help recall and sequence the specific orders. 
E

xpert perform
ance thus plum

m
ets in tests involving uniform

 glassw
are, w

hereas 
novice perform

ances are unaffected by any such m
anipulations. T

he expert has 
learned to sculpt and exploit the w

orking environm
ent in w

ays that transform
 and 

sim
plify the task that confronts the biological brain. 
Portions of the external w

orld thus often function as a kind of extraneural 
m

em
ory store. W

e m
ay deliberately leave a film

 on our desk to rem
ind us to take 

it for developing. O
r w

e m
ay w

rite a note "develop film
" on paper and leave that 

on our desk instead. A
s users of w

ords and texts, w
e com

m
and an especially cheap 

and potent m
eans of off-loading data and ideas from

 the biological brain onto a 
variety of external m

edia. T
his trick, I think, is not to be underestim

ated. For it af- 
fects not just the quantity of data at our com

m
and, but also the kinds of opera- 

tion w
e can bring to bear o

n
 it. W

ords, texts, sym
bols, and diagram

s often figure 
intim

ately in the problem
-solving routines developed by biological brains nurtured 

in language-rich environm
ental settings. H

um
an brains, trained in a sea of w

ords 
and text, w

ill surely develop com
putational strategies that directly "factor-in" the 

reliable presence of a w
ide variety of such external props and aids. 
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T
ake, for exam

ple, the process of w
riting an academ

ic paper. Y
ou w

ork long 
and hard and at days end you are happy. B

eing a good physicalist, you assum
e that 

all the credit for the final intellectual product belongs to your brain: the seat of hu- 
m

an reason. B
ut you are too generous by far. For w

hat really happened w
as (per- 

haps) m
ore like this. T

he brain supported som
e rereading of old texts, m

aterials, 
and notes. W

hile rereading these, it responded by generating a few
 fragm

entary 
ideas and criticism

s. T
hese ideas and criticism

s w
ere then stored as m

ore m
arks on 

paper, in m
argins, on com

puter discs, etc. T
he brain then played a role in reorga- 

nizing these data o
n

 d
ean

 sheets, adding new
 on-line reactions and ideas. T

he cy- 
cle of reading, responding, and external reorganization is repeated, again and again. 
Finally, there is a product. A

 story, argum
ent, or theory. B

ut this intellectual prod- 
uct ow

es a lot to those repeated loops out into the environm
ent. C

redit belongs to 
the em

bodied, em
bedded agent in the w

orld. T
he naked biological brain is just a 

part (albeit a crucial and special part) of a spatially and tem
porally extended process, 

involving lots of extraneural operations, w
hose joint action creates the intellectual 

product. T
here is thus a real sense (or so I w

ould argue) in w
hich the notion of 

the "problem
-solving engine" is really the notion of the w

hole caboodle (see B
ox 

8.1): the brain and body operating w
ithin an environm

ental setting. 
O

ne w
ay to understand the cognitive role of m

any of our self-created cogni- 
tive technologies is as affording com

plem
entary operations to those that com

e nat- 
urally to biological brains. T

hus recall the connectionist im
age of biological brains 

as pattern-com
pleting engines (C

hapter 4). Such devices are adept at linking pat- 
terns of current sensory input w

ith associated inform
ation: you hear the first bars 

of the song and recall the rest, you see the rat's tail and conjure the im
age of the 

rat. C
om

putational engines of that broad class prove extrem
ely good at tasks such 

as sensorim
otor coordination, face recognition, voice recognition, etc. B

ut they are 
not w

ell suited to deductive logic, planning, and the typical tasks of sequential rea- 
son (see C

hapters l and 2). T
hey are, roughly speaking, "G

ood at Frisbee, B
ad at 

LogicD
-a 

cognitive profile that is at once fam
iliar and alien: fam

iliar, because hu- 
m

an intelligence dearly has som
ething of that flavor; alien, because w

e repeatedly 
transcend these lim

its, planning vacations, solving com
plex sequential problem

s, 
etc. O

ne pow
erful hypothesis, w

hich I first encountered in M
cC

lelland, R
um

el- 
hart, Sm

olensky, and H
inton (1986), is that w

e transcend these lim
its, in large part, 

by com
bining the internal operation of a connectionist, pattern-com

pleting device 
w

ith a variety of external operations and tools that serve to reduce the com
plex, 

sequential problem
s to an ordered set of sim

pler pattern-com
pleting operations of 

the kind our brains are m
ost com

fortable w
ith. T

hus, to take a classic illustration, 
w

e m
ay tackle the problem

 of long m
ultiplication by using pen, paper, and nu- 

m
erical sym

bols. W
e then engage in a process of external sym

bol m
anipulations 

and storage so as to reduce the com
plex problem

 to a sequence of sim
ple pattern- 

com
pleting steps that w

e already com
m

and, first m
ultiplying 9 by 7 and storing 

the result o
n

 paper, then 9 by 6, and so on. 

C
ognitive T
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T
he value of the use of pen, paper, and num

ber sym
bols is thus that-in 

the 
w

ords of E
d H

utchins, a cognitive anthropologist- 

[such tools] perm
it the [users] to do the tasks that need to be done w

hile doing the 
kinds of things people are good at: recognizing patterns, m

odeling sim
ple dynam

ics of 
the w

orld, and m
anipulating objects in the environm

ent. (H
utchins, 1995, p. 155) 

A
 m

om
ents reflection w

ill reveal that this description nicely captures w
hat is 

best about good exam
ples of cognitive technology: recent w

ord-processing packages, 
w

eb brow
sers, m

ouse and icon system
s, etc. It also suggests, of course, w

hat is w
rong 

w
ith m

any of our first attem
pts at creating such tools-the 

skills needed to use those 
environm

ents (early V
C

R
's, w

ord-processors, etc.) w
ere precisely those that biolog- 

ical brains find hardest to
 support, such as the recall and execution of long, essen- 

tially arbitrary, sequences of operations. See N
orm

an (1999) for discussion. 
It is sim

ilarly fruitful, I believe, to
 think of the practice of using w

ords and lin- 
guistic labels as itselfa kind of original "cognitive technology"--a 

potent add-on 
to our biological brain that literally transform

ed the space of hum
an reason. W

e 
noted earlier the obvious (but still pow

erful and im
portant) role of w

ritten in- 
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scriptions as both a form
 of external m

em
ory and an arena for new

 kinds of m
a- 

nipulative activity. B
ut the very presence of w

ords as objects has, I believe, som
e 

further, and generally neglected (though see D
ennett, 1994, 1996), consequences. 

A
 w

ord, then, on this further dim
ension. 

W
ords can act as potent filters on the search space for a biological learning 

device. T
he idea, to a first approxim

ation, is that learning to associate concepts 
w

ith discrete arbitrary labels (w
ords) m

akes it easier to use those concepts to con- 
strain future search and hence enables the acquisition of a progressive cascade of 
m

ore com
plex and increasingly abstract ideas. T

he claim
 (see also C

lark and T
horn- 

ton, 1997) is, otherw
ise put, that associating a perceptually sim

ple, stable, external 
item

 (such as a w
ord) w

ith an idea, concept, or piece of know
ledge effectively freezes 

the concept into a sort of cognitive building block-an 
item

 that can then be treated 
as a sim

ple baseline feature for future episodes of thought, learning, and search. 
T

his broad conjecture (w
hose statistical and com

putational foundations are 
explored in C

lark and T
hornton, 1997) seem

s to be supported by som
e recent w

ork 
o

n
 chim

p cognition. T
hom

pson, O
den, and B

oyson (in press) studied problem
 

solving in chim
ps (pan trog!odytes). 

W
hat T

hom
pson et al. show

 is that chim
ps 

trained to use an arbitrary plastic m
arker (a yellow

 triangle, say) to designate pairs 
of identical objects (such as tw

o identical cups), and to use a different m
arker (a 

red circle, say) to designate pairs of different objects (such as a shoe and a cup), 
are then able to learn to solve a new

 class of abstract problem
s. T

his is the class of 
problem

s-intractable 
to 

chim
ps not provided w

ith the sym
bolic training- 

involving recognition of higher order relations of sam
eness and difference. T

hus 
presented w

ith tw
o (different) pairs of identical item

s (tw
o shoes and tw

o cups, 
say) the higher order task is to judge the pairs as exhibiting the sam

e relation, i.e., 
to judge that you have tw

o instances of sam
eness. E

xam
ples of such higher order 

judgm
ents (w

hich even hum
an subjects can find hard to m

aster at first) are show
n 

in T
able 8.1. 

T
A

B
LE

 8.1 
H

igher O
rder S

am
eness and D

ifference 

-
 

-
 

tw
o instances of first-order sam

eness 
-
 

-
 

an instance of higher order sam
eness 

C
uplS

hoe 
C

up/S
hoe 

-
 

-
 

tw
o instances of first-order difference 

-
 

-
 

an instance of higher order sam
eness 

C
uplS

hoe 
C

U
P

/~
U

P
 

-
 

-
 

one instance of first-order difference and on
e of first-order sam

eness 
-
 

-
 

an instance of higher order difference 

C
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T
he token-trained chim

ps' success at this difficult task, it is conjectured, is ex- 
plained by their experience w

ith external tokens. For such experience m
ay enable 

the chim
p, on confronting, e.g., the pair of identical cups, to retrieve a m

ental rep- 
resentation of the sam

eness token (as it happens, a yellow
 triangle). E

xposure to 
the tw

o identical shoes w
ill likew

ise cause retrieval of that token. A
t that point, the 

higher order task is effectively reduced to the sim
ple, low

er order task of identify- 
ing the tw

o yellow
 plastic tokens as "the sam

e." 
E

xperience w
ith external tags and labels thus enables the brain itself-by 

rep- 
resenting those tags and labels--to solve problem

s w
hose level of com

plexity and 
abstraction w

ould otherw
ise leave us baffled-an 

intuitive result w
hose w

idespread 
applicability to hum

an reason is increasingly evident (see B
ox 8.2). L

earning a set 
of tags and labels (w

hich w
e all do w

hen w
e learn a language) is, w

e m
ay thus spec- 

ulate, rather closely akin to acquiring a new
 perceptual m

odality. For like a per- 
ceptual m

odality, it renders certain features of our w
orld concrete and salient, and 

allow
s us to target our thoughts (and learning algorithm

s) on a new
 dom

ain of ba- 
sic objects. T

his new
 dom

ain com
presses w

hat w
ere previously com

plex and un- 
ruly sensory patterns into sim

ple objects. T
hese sim

ple objects can then be attended 
to in w

ays that quickly reveal further (otherw
ise hidden) patterns, as in the case of 

relations betw
een relations. A

nd of course the w
hole process is deeply iterative- 

w
e coin new

 w
ords and labels to concretize regularities that w

e could only origi- 
nally conceptualize as a result of a backdrop of other w

ords and labels. T
he m

ost 
pow

erful and fam
iliar incarnation of this iterative strategy is, perhaps, the edifice 

of hum
an science itself. 

T
he augm

entation of biological brains w
ith linguaform

 resources m
ay also 

shed light on another pow
erful and characteristic aspect of hum

an thought, an as- 
pect m

entioned briefly in the introduction but then abandoned throughout the 
subsequent discussion. I have in m

ind our ability to engage in second-order dis- 
course, to think about (and evaluate) our ow

n thoughts. T
hus consider a cluster 

of pow
erful capacities involving self-evaluation, self-criticism

, and finely honed re- 
m

edial responses.' E
xam

ples w
ould include recognizing a flaw

 in our ow
n plan or 

argum
ent and dedicating further cognitive efforts to fixing it; reflecting on the un- 

reliability of our ow
n initial judgm

ents in certain types of situations and proceed- 
ing w

ith special caution as a result; com
ing to see w

hy w
e reached a particular con- 

clusion by appreciating the logical transitions in our ow
n thought; thinking about 

the conditions under w
hich w

e think best and trying to bring them
 about. T

he list 
could be continued, but the pattern should be clear. In all these cases, w

e are ef- 

'T
w

o pow
erful treatm

ents that em
phasize these them

es have been brought to m
y attention. Jean-P

ierre 
C

hangeux (a neuroscientist and m
olecular biologist) and A

lain C
onnes (a m

athem
atician) suggest that 

self-evaluation is the m
ark of true intelligence-see 

C
hangeux and C

onnes (1995). D
erek B

ickerton (a 
linguist) celebrates "off-line thinking" and notes that no other species seem

s to isolate problem
s in their 

ow
n perform

ance and take pointed action to rectify them
-see 

B
ickerton (1995). 
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fectively thinking about either our ow
n cognitive profiles or about specific thoughts. 

T
his "thinking about thinking" is a good candidate for a distinctively hum

an ca- 
pacity-one 

not evidently shared by the other non-language-using anim
als w

ho 
share our planet. A

s such, it is natural to w
onder w

hether this m
ight be an entire 

species of thought, in w
hich language plays the generative role, that is not just re- 

flected in, or extended by, our use of w
ords but is directly dependent o

n
 language 

for its very existence. 
It is easy to see, in broad outline, how

 this m
ight com

e about. For as soon as 
w

e form
ulate a thought in w

ords (or on paper), it becom
es an object for both our- 

selves and for others. A
s an object, it is the kind of thing w

e can have thoughts 
about. In creating the object, w

e need have no thoughts about thoughts-but 
once 

it is there, the opportunity im
m

ediately exists to attend to it as an object in its ow
n 

right. T
he process of linguistic form

ulation thus creates the stable structure to w
hich 

subsequent thinkings attach. Just such a tw
ist on the potential role of the inner re- 

hearsal of sentences has been presented by Jackendoff (1996), w
ho suggests that 

the m
ental rehearsal of sentences m

ay be the prim
ary m

eans by w
hich our ow

n 
thoughts are able to becom

e objects of further attention and reflection. T
he em

er- 
gence of such second-order cognitive dynam

ics is plausibly seen as one root of the 
veritable explosion of varieties of external technological scaffolding in hum

an cul- 
tural evolution. It is because w

e can think about our ow
n thinking that w

e can ac- 
tively structure our w

orld in w
ays designed to prom

ote, support, and extend our 
ow

n cognitive achievem
ents. T

his process also feeds itself, as w
hen the arrival of 

w
ritten text and notation allow

ed us to begin to fix ever m
ore com

plex and ex- 
tended sequences of thought and reason as objects for further scrutiny and atten- 
tion. A

s a final exam
ple of cognitive technology (w

idew
are) in action, let us turn 

aw
ay from

 the case of w
ords and text and sym

bol-m
anipulating tools (P

C
s, etc.) 

and consider the role of sketching in certain processes of artistic creation. van 
L

eeuw
en, V

erstijnen, and H
ekkert (1999, p. 180) offer a careful account of the cre- 

ation of abstract art, depicting it as heavily dependent on "an interactive process 
of im

agining, sketching and evaluating [then resketching, reevaluating, etc.]." T
he 

question the authors pursue is, w
hy the need to sketch? W

hy not sim
ply im

agine 
the final artw

ork "in the m
ind's eye" and then execute it directly on the canvas? 

T
he answ

er they develop, in great detail and using m
ultiple real case studies, is that 

hum
an thought is constrained, in m

ental im
agery, in som

e very specific w
ays in 

w
hich it is not constrained during on-line perception. In particular, our m

ental 
im

ages seem
 to be m

ore interpretively fixed: less enabling of the discovery of novel 
form

s and com
ponents. Suggestive evidence for such constraints includes the in- 

triguing dem
onstration [C

ham
bers and R

eisberg (1985)-see 
B

ox 8.31 that it is 
m

uch harder to discover the second interpretation of an am
biguous figure in re- 

call and im
agination than w

hen confronted w
ith a real draw

ing. It is quite easy, by 
contrast, to com

pose im
agined elem

ents into novel w
holes-for 

exam
ple, to im

ag- 
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inatively com
bine the letters D

 and J to form
 an um

brella 
(see Finke, Pinker, 

and Farah, 1989). 
T

O
 accom

m
odate both these sets of results, van L

eeuw
en et al. suggest that our 

im
aginative (intrinsic) capacities d

o
 indeed support "synthetic transform

ations" in 
w

hich com
ponents retain their shapes but are recom

bined into new
 w

holes (as in 
the J + D

 =
 um

brella case), but lack the "analytic" capacity to decom
pose an im

ag- 
ined shape into w

holly new
 com

ponents (as in the hourglasses-into-overlapping 
parallelogram

s case show
n in Figure 8.2). T

his is because (they speculate) the lat- 
ter type of case (but not the form

er) requires us to first undo an existing shape in- 
terpretation. 

C
ertain form

s of abstract art, it is then argued, depend heavily on the delib- 
erate creation of "m

ultilayered m
eaningsn--cases 

in w
hich a visual form

, o
n

 con- 
tinued inspection, supports m

ultiple different structural interpretations (see Fig- 
ure 8.3). G

iven the postulated constraints on m
ental im

agery, it is likely that the 
discovery of such m

ultiply interpretable form
s w

ill depend heavily on the kind of 
trial-and-error process in w

hich w
e first sketch and then perceptually (not im

agi- 
natively) reencounter the form

s, w
hich w

e can then tw
eak and resketch so as to 

create an increasingly m
ultilayered set of structural interpretations. 

T
hus understood, the use of the sketchpad is not just a convenience for the 

artist, nor sim
ply a kind of external m

em
ory, or durable m

edium
 for the storage 

of particular ideas. Instead, the iterated process of externalizing and reperceiving 
is integral to the process of artistic cognition itself. A

 realistic com
puter sim

ula- 
tion of the w

ay hum
an brains support this kind of artistic creativity w

ould need 
likew

ise to avail itself of one (im
aginative) resource supporting synthetic transfor- 

m
ations and another, environm

entally looping resource, to allow
 its on-line per- 

ceptual system
s to search the space of "analytic" transform

ations. 

F
igure 8.2 N

ovel decom
position as a form

 of analytic transform
ation that is hard to per- 

form
 in im

agery. The leftm
ost figure, initially synthesized from

 tw
o hourglasses, requires a 

novel decom
position to be seen as tw

o overlapping parallelogram
s. [R

eproduced from
 van 

Leeuw
en et al. (1999) by kind perm

ission of the authors and the publisher, U
niversity Press 

of A
m

erica.] 
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Figure 8.3 A
 sim

ple exam
ple of the kind of m

ultilayered structure found in certain types 
of abstract art. [R

eproduced from
 van Leeuw

en et al. (1999) by kind perm
ission of the au- 

thors and the publisher, U
niversity Press of A

m
erica.] 

T
he conjecture, then, is that one large jum

p or discontinuity in hum
an cog- 

nitive evolution involves the distinctive w
ay hum

an brains repeatedly create and 
exploit w

idew
are-various 

species of cognitive technology able to expand and re- 
shape the space of hum

an reason. W
e, m

ore than any other creature on the planet, 
deploy nonbiological w

idew
are (instrum

ents, m
edia, notations) to com

plem
ent our 

basic biological m
odes of processing, creating extended cognitive system

s w
hose 

com
putational and problem

-solving profiles are quire different from
 those of the 

naked brain. 

8.2 D
iscussion 

A
. 

T
H

E
 PA
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T
he m

ost obvious problem
, for any attem

pt to explain our distinctive sm
artness 

by appeal to
 a kind of sym

biosis of brain and technology, lies in the threat of cir- 
cularity. Surely, the w

orry goes, only intrinsically sm
art brains could have the 

know
ledge and w

herew
ithal to create such cognitive technologies in the first place. 

All 
that w

idew
are cannot com

e from
 now

here. T
his is w

hat I shall call the "para- 
dox of active stupidity." 

T
here is surely som

ething to the w
orry. If hum

ans are (as I have claim
ed) the 

only anim
al species to m

akes such w
idespread and interactive use of cognitive tech- 

nologies, it seem
s likely that the explanation of this capacity turns, in som

e w
ay, 

C
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o
n

 distinctive features of the hum
an brain (or perhaps the hum

an brain and body; 
recall the once-popular stories about tool use and the opposable thum

b). L
et us 

be clear, then, that the conjecture scouted in the present chapter is not m
eant as a 

denial of the existence of certain crucial neural andlor bodily differences. R
ather, 

m
y goal is to depict any such differences as the seed, rather than the full explana- 

tion, of our cognitive capabilities. T
he idea is that som

e relatively sm
all neural (or 

neurallbodily) difference w
as the spark that lit a kind of intellectual forest fire. T

he 
brain is, let us assum

e, w
holly responsible (courtesy, perhaps of som

e quite sm
all 

tw
eak of the engineering) for the fulfillm

ent of som
e precondition of cultural and 

technological evolution. T
hus D

eacon (1997) argues that hum
an brains, courtesy 

of a disproportionate enlargem
ent of our prefrontal lobes relative to the rest of our 

brains, are uniquely able to learn rich and flexible schem
es associating arbitrary 

sym
bols w

ith m
eanings. T

his, then, is one contender for the neural difference that 
m

akes hum
an language acquisition possible, and language (of that type) is, quite 

plausibly, the fundam
ental "cognitive technology" (the U

R
-technology) that got 

the w
hole ball rolling. T

here are m
any alternative explanations [an especially in- 

teresting one, I think, is to be found in Fodor (1994)].2 B
ut the point is that once 

the process of cultural and technological evolution is under w
ay, the explanation 

of our contem
porary hum

an achievem
ents lies largely in a kind of iterated boot- 

strapping in w
hich brains and (first-generation) cognitive technologies cooperate 

so as to design and create the new
, enriched technological environm

ents in w
hich 

(new
) brains and (second-generation) cognitive technologies again conspire, pro- 

ducing the third-generation environm
ent for another set of brains to learn in, and 

S
O

 on. 
T

his idea of a potent succession of cognitive technologies is especially sugges- 
tive, I believe, w

hen com
bined w

ith the (still speculative) neuroscientific perspec- 
tive know

n as neural contructivism
. T

he neural contructivist (see B
ox 8.4) stresses 

the role of developm
ental plasticity in allow

ing the hum
an cortex to actively build 

and structure itself in response to
 environm

ental inputs. O
ne possible result of 

such a process is to
 m

agnify an effect I call "cognitive dovetailing." In cognitive 
dovetailing, neural resources becom

e structured so as to factor reliable external re- 
sources and operations into the very heart of their problem

-solving routines. In 
this w

ay, the inner and outer resources com
e to com

plem
ent each other's opera- 

tions, so that the tw
o fit together as tightly as the sides of a precisely dovetailed 

joint. T
hus think, for exam

ple, of the w
ay the skilled bartender (see text) com

bined 
biological recall and the physical arrangem

ent of differing shaped glasses to solve 
the cocktail bar problem

, or the w
ay the tuna (B

ox 8.1) sw
im

s by creating aquatic 

'F
odor 

(1994) locates the principal difference in the capacity (w
hich he thinks is unique to

 hum
ans) 

to becom
e aw

are of the contents of our ow
n thoughts: to

 not just think that it is raining, but to
 know

 
that "it is raining" is the content of our thought. T

his difference could, F
odor argues, help explain our 

unique ability to
 actively structure our w

orld so as to be reliably caused to have true thoughts-the 
central trick of scientific experim

entation. 
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vortices that it then exploits. N
ow

 picture the young brain, learning to solve prob- 
lem

s in an environm
ent packed w

ith pen, paper, PC
, etc. T

hat brain m
ay develop 

problem
-solving strategies that factor in these props just as the bartender's brain 

factors in the availability of differently shaped glasses to reduce m
em

ory load. W
hat 

this suggests, in the rather special context of the neural constructivist's (see B
ox 

8
.4

) developm
ental schem

a, is that young brains m
ay even develop a kind of cor- 

tical architecture especially suited to prom
oting a sym

biotic problem
-solving re- 

gim
e, in w

hich neural subsystem
s, pen, paper, and PC

-based operations are equal 
partners, perform

ing com
plem

entary and delicately orchestrated operations. 
T

he neural constructivist vision thus supports an especially pow
erful version 

of the story about cognitive technological bootstrapping. If neural constructivism
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is true, it is not just that basic biological brains can achieve m
ore and m

ore as the 
technological surround evolves. It is that the biological brain literally grow

s a cor- 
tical cognitive architecture suited to the specific technological environm

ent in 
w

hich it learns and m
atures. T

his sym
biosis of brain and cognitive technology, re- 

peated again and again, but w
ith new

 technologies sculpting new
 brains in differ- 

ent w
ays, m

ay be the origin of a golden loop, a virtuous spiral of brainlculture in- 
fluence that allow

s hum
an m

inds to go w
here no anim

al m
inds have gone before. 

B. 
C

A
SH

 V
A

L
U

E
 

Som
e w

ill argue that there is nothing new
 or surprising in the sim

ple observation 
that brains plus technology can achieve m

ore than "naked brains." A
nd even the 

radical "dovetailing" im
age, in w

hich brains plus reliable props com
e to act as in- 

tegrated problem
-solving ensem

bles m
ay seem

 to have few
 practical im

plications 
for the cognitive scientific project. W

hat, then, is the cash value of treating the hu- 
m

an m
ind as a com

plex system
 w

hose bounds are not those of skin and skull? 
O

ne practical, but w
holly negative, im

plication is that there can be no single 
"cognitive level" (recall C

hapter 2) at w
hich to pitch all our investigations, nor any 

uniquely bounded system
 (such as the brain) to w

hich w
e can restrict our interest 

(qua cognitive scientists seeking the natural roots of thought and intelligence). T
o 

understand the bartender's skills, for exam
ple, w

e cannot restrict our attention to 
the bartender's brain; instead w

e m
ust attend to the problem

-solving contributions 
of active environm

ental structuring. N
onetheless, it is unrealistic to attem

pt-in 
general-to 

take everything (brain, body, environm
ent, action) into account all at 

once. Science w
orks by sim

plifylng and focusing, ohen isolating the contributions 
of the different elem

ents. O
ne genuine m

ethodological possibility, how
ever, is to 

use alternate m
eans of focusing and sim

plifym
g. Instead of sim

plifylng by divid- 
ing the problem

 space (unrealistically, I have argued) into brain-science, 
body- 

science, and culture-science, w
e should focus (w

here possible) on the interactions. 
T

o keep it tractable w
e can focus on the interactions in sm

all, idealized cases in 
w

hich the various elem
ents begin to com

e together. W
ork in sim

ple real-w
orld ro- 

botics (such as the robot cricket discussed in C
hapter 6) provides one w

indow
 onto 

such interactive dynam
ics. A

nother useful tool is the canny use of m
ultiscale sim

- 
ulations: representative studies here include w

ork that com
bines artificial evolu- 

tion w
ith individual lifetim

e learning in interacting populations (A
ckley and 

L
ittm

an, 1992; N
olfi and Parisi, 1991), w

ork that investigates the properties of very 
large collections of sim

ple agents (R
esnick, 1994), and w

ork that targets the rela- 
tions betw

een successful problem
 solving and the gradual accum

ulation of useful 
environm

ental props and artifacts (H
utchins, 1995; H

utchins and H
azelhurst, 

1991). 
T

he cash value of the em
phasis on extended system

s (com
prising m

ultiple het- 
erogeneous elem

ents) is thus that it forces us to attend to the interactions them
- 
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selves: to see that m
uch of w

hat m
atters about hum

an-level intelligence is hidden 
not in the brain, nor in the technology, but in the com

plex and interated interac- 
tions and collaborations betw

een the tw
o. (T

he account of sketching and artistic 
creation is a nice exam

ple of the kind of thing I have in m
ind: but the sam

e level 
of interactive com

plexity characterizes alm
ost all form

s of advanced hum
an cog- 

nitive endeavor.) T
he study of these interaction spaces is not easy, and depends 

both o
n

 new
 m

ultidisciplinary alliances and new
 form

s of m
odeling and analysis. 

T
he pay-off, how

ever, could be spectacular: nothing less than a new
 kind of cog- 

nitive scientific collaboration involving neuroscience, physiology, and social, cul- 
tural, and technological studies in about equal m

easure. 

C
. 

T
H

E
 B

O
U

N
D

S O
F SELF 

O
ne rather problem

atic area, for those of us attracted to the kind of extended sys- 
tem

s picture presented above, concerns the notions of self and agency. C
an it be 

literally true that the physical system
 w

hose w
hirrings and grindings constitute m

y 
m

ind is a system
 that includes (at tim

es) elem
ents and operations that loop out- 

side m
y physical (biological) body? P

ut dram
atically, am

 I a dum
b agent existing 

in a very sm
art and supportive w

orld, or a sm
art agent w

hose bounds are sim
ply 

not those of skin and skull? T
his is a topic that I have addressed elsew

here (see 
C

lark and C
halm

ers, 1998), so I shall restrict m
yself to just a few

 points here. 
W

e can begin by asking a sim
ple question. W

hy is it that w
hen w

e use (for ex- 
am

ple) a crane to lift a heavy w
eight, w

e (properly) d
o

 not count the crane as in- 
creasing our individual m

uscle pow
er, w

hereas w
hen w

e sit dow
n to fine-tune an 

argum
ent, using, paper, pen, and diagram

s, w
e are less prone to later "factor out" 

the contributions of the props and tools and tend to see the intellectual product 
as purely the results of our efforts? M

y ow
n view

, as suggested in the text, is that 
one difference lies in the w

ay neural problem
-solving processes are them

selves 
adapted to m

ake deep and repeated use of the cognitive w
idew

are. A
nother lies, 

perhaps, in the looping and interactive nature of the interactions them
selves. T

he 
crane driver and the crane each m

akes a relatively independent contribution to lift- 
ing the girders, w

hereas the patterns of influence linking the artist and the sketches 
seem

s significantly m
ore com

plex, interactive, and reciprocal. It is perhaps no ac- 
cident that it is in those cases in w

hich the patterns of reciprocal influence uniting 
the user and tool are m

ost m
utually and continuously m

odulatory (the racing dri- 
ver and car, w

indsurfer and rig, etc.) that w
e are m

ost tem
pted, in everyday dis- 

course, to speak of a kind of agent-m
achine 

unity. 
T

he m
ain point to notice, in any case, is just that the issues here are by no 

m
eans sim

ple. C
onsider another obvious w

orry, that the "extended system
" pic- 

ture, ifit is m
eant to

 suggest (w
hich it need not) a correlative m

ental extension, 
leads rapidly to an absurd inflation of the individual m

ind. T
he w

orry (discussed 
in length in C

lark an
d

 C
halm

ers, 1998) is thus that allow
ing (to take the case from
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the text) the sketchpad operations to count as part of the artist's ow
n m

ental 
processes leads inevitably to, e.g., counting the database of the Encyclopedia Bri- 
tannic~

, which I keep in m
y garage, as part of m

y general know
ledge. Such intu- 

itively pernicious extension  cognitive bloat") is not, how
ever, inevitable. It is 

quite proper to restrict the props and aids that can count as part of m
y m

ental m
a- 

chinery to those that are, at the very least, reliably available w
hen needed and used 

(accessed) as autom
atically as biological processing and m

em
ory. Such sim

ple cri- 
teria m

ay again allow
 the incorporation of the artist's sketchpad and the blind- 

person's cane w
hile blocking the dusty encyclopedia left in the garage. A

nd they 
positively invite m

ind-extending depictions of possible future technologies: the cy- 
berpunk neural im

plant that allow
s speed-of-thought access to the Encyclopedia 

Britannica database, not to m
ention the cochlear and retinal im

plants that already 
exist and are paving the w

ay for future, m
ore cognitively oriented, kinds of biotech- 

nological explorations (see B
ox 8.5). 

T
he cyberpunk cases can be m

isleading, how
ever, for they m

ay seem
 to sup- 

port the idea that once equipm
ent lies inside the bounds of skin and skull, it can 

count as part of the physical basis of individual m
ind, but not a m

om
ent before. 

T
his seem

s unprincipled. If a functional copy of the im
plant w

as strapped to m
y 

belt, or carried in m
y hand, w

hy should that m
ake the difference? E

asy availabil- 
ity and autom

atic deploym
ent seem

 to be w
hat really m

atter here. B
eing part of 

the biological brain pretty w
ell ensures these key features. B

ut it is at m
ost a suf- 

ficient, and not a necessary, condition. 
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T
here is also a real danger of erring to

 the opposite extrem
e. O

nce m
in

d
 is lo- 

cated firm
ly inside th

e skull, o
n

e is tem
pted to

 ask w
hether even finer grained lo- 

calization m
ight be indicated. T

h
u

s consider a view
 expressed by H

erbert S
im

on. 
S

im
on saw

, very clearly, that portions of the external w
orld often functioned as a 

nonbiological k
in

d
 of m

em
ory. B

ut instead of counting those portions (subject to
 

th
e provisos just rehearsed) as proper parts of the know

ing system
, S

im
on chose 

to
 go the other w

ay. R
egarding biological, on-board m

em
ory, S

im
on invites us to

 
"view

 this inform
ation-packed m

em
ory as less a p

art of the organism
 than of th

e 
environm

ent to
 w

h
~

c
h

 it adapts" (S
im

on, 1982, p. 65). P
art of the problem

 here 
n

o
 d

o
u

b
t originates from

 S
im

on's overly passive (m
ere storage) view

 of biological 
m

em
ory-w

e 
now

 know
 that th

e old datalprocess distinction offers precious little 
leverage w

hen confronting biological com
putational system

s. B
ut the deeper issue, 

I suspect, concerns the underlying im
age of som

ething like a "core agent" sur- 
rounded by (internal an

d
 external) su

p
p

o
rt system

s (m
em

ories, etc.). T
his im

age 
is incom

patible w
ith the em

erging body of results from
 connectionism

, neuro- 
science, an

d
 artificial life th

at w
e have been review

ing in the past several chapters. 
Instead of identifying intelligence w

ith an
y

 kind of special core process, these re- 
cent investigations depict intelligence as arising from

 the operation of m
ultiple, of- 

ten quite special-purpose routines, som
e of w

hich criss-cross neural bodily an
d

 en
- 

vironm
ental boundaries, an

d
 w

hich often operate w
ithin th

e benefits of any kind 
of stable, unique, centralized control. S

im
on's view

 m
akes best sense against the 

backdrop of a passive view
 of m

em
ory an

d
 a com

m
itm

ent to
 som

e kind of cen- 
tralized engine of "real" cognition. T

o
 w

hatever extent w
e are w

illing to
 abandon 

these com
m

itm
ents, w

e should be w
illing to

 em
brace the possibility of genuine sys- 

tem
ic extensions in

 w
hich external processes and operations com

e to
 co

u
n

t as in
- 

tegral aspects o
f individual h

u
m

an
 intelligence (see B

ox 8.6 fo
r som

e further co
n

- 
siderations). 

8.3 Suggested R
eadings 

For further ideas about the use of environm
ental structure to augm

ent biological cognition, 
see especially E. H

utchins, C
ognition in the W

ild (C
am

bridge, M
A

: M
IT

 Press, 1995), a fan- 
tastically rich and detailed account of how

 m
ultiple external factors contribute to the process 

of ship navigation (it's a good idea, oddly, to read C
hapter 9 of H

utchins' book first). D
aniel 

D
ennett has done pioneering conceptual w

ork hereabouts; see especially D
. D

ennett, D
ar- 

w
in's D

angerous Idea (N
ew

 Y
ork: Sim

on and Schuster, 1995, C
hapters 12 and 13) and 

D
. D

ennett, "M
aking T

hings to T
hink W

ith," C
hapter 5 of his excellent K

inds ofllfinds (N
ew

 
Y

ork B
asic B

ooks, 1996). For m
y ow

n attem
pts at bringing sim

ilar ideas into focus, see A
. 

C
lark, B

eing There (C
am

bridge, M
A

: M
IT

 Press, 1997, C
hapters 9

 and 10). 
For another (broadly V

ygotskian) perspective on socially and instrum
entally m

ediated 
action, see J. W

ertsch, M
ind as A

ction (N
ew

 Y
ork: O

xford U
niversity Press, 1998). 

Som
ew

hat m
ore com

putationally oriented accounts of the role of environm
ental structure 

include D
. K

irsh and P. M
aglio, "O

n D
istinguishing E

pistem
ic from

 Pragm
atic A

ction," 
C

ognitive Science, 18,513-549,1996, and various papers in P. A
gre and S. R

osenschein (eds.), 

C
ognitive T

echnology 
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C
om

putational Theories of Interaction and A
gency (C

am
bridge, M

A
: M

IT
 Press, 1995), es- 

pecially the essays by A
gre, B

eer, H
am

m
ond et al., and K

irsh. 
For m

uch m
ore on the possible relations betw

een language and thought, see the collec- 
tion by P. C

arruthers and J. B
oucher (eds.), Language and Thought (C

am
bridge, E

ngland: 
C

am
bridge U

niversity Press, 1998), especially the essays by C
arruthers and by D

ennett. M
y 

paper, A
. C

lark, "M
agic W

ords: H
ow

 L
anguage A

ugm
ents H

um
an C

om
putation," appears 

there also. For m
ore on the language/thought/culture connection, see J

. Bruner, A
cts ofhfean- 

ing (C
am

bridge, M
A

: H
arvard U

niversity Press, 1990). 
For the interplay betw

een neural diferences and the cascade of technological innovation, 
see D

. D
ennett, K

inds of hfinds (N
ew

 Y
ork: B

asic B
ooks, 1996, C

hapters 4
4

), M
. D

onald, 
O

n
gn

s of the M
odern M

ind (C
am

bridge, M
A

: H
arvard U

niversity Press, 1991, C
hapters 

6-8), T
. D

eacon's difficult, but rew
arding The Sym

bolic Species (N
ew

 Y
ork: N

orton, 1997), 
and S. M

ithen, The Prehistory of the M
ind (L

ondon: T
harnes and H

udson, 1996, especially 
C

hapters 9-1 1 ). 
For the specific idea of language as enabling our ow

n thoughts to becom
e objects offur- 

ther thought and attention, see R
. Jackendoff, "H

ow
 language helps us think," published w

ith 
replies in Pragm

atics and C
ognition, 4(1), 1-34, 

1996. See especially the replies by B
arnden, 

C
lark, and E

llis. 
For a different, diflcult, but very w

orthw
hile take on such issues, see C

. T
aylor, "H

ei- 
degger, language and ecology." In C

. T
aylor (ed.), Philosophical A

rgum
ents (C

am
bridge, M

A
: 

H
arvard U

niversity Press, 1995). 
O

n the topic "w
here does the m

ind stop and the rest of the w
orld begin?" try A

. C
lark 

and D
. C

halm
ers, "T

he extended m
ind." A

nalysis, 58, 7-19, 
1998. A

lso J. H
augeland, "M

ind 
em

bodied and em
bedded." In J. H

augeland (ed.), H
aving Thought (C

am
bridge, M

A
: H

ar- 
vard U

niversity Press, 1998). For a careful, critical (and negative) appraisal of the "extended 
m

ind" idea, see K
. B

utler, Internal A
ffairs (D

ordrecht, T
he N

etherlands: K
luw

er, 1998, C
hap- 

ter 6). Finally, for a fairly concrete connectionist proposal about the role of external sym
bols, see 

the chapter "Schem
ata and sequential thought processes in PD

P m
odels" in 7. M

cC
lelland, 

D
. R

um
elhart, and the PD

P R
esearch G

roup, Parallel D
istributed Processing, V

ol. 2 (C
am

- 
bridge, M

A
: M

IT
 Press, 1986, pp. 7-58). 



Firm
 conclusions are out of place in w

hat w
as m

eant sim
ply as a som

ew
hat chal- 

lenging, discursive little text. B
ut there is one m

odestly reliable m
oral to be draw

n 
from

 our rapid-fire tour. It is that the hum
an m

ind, understood as w
hatever it is 

that supports and explains our patterns of flexible, appropriate, and (som
etim

es) 
reason-sensitive response, is a constitutively leaky system

. It is a system
 that resists 

any single approach such as that of classical A
.I. or connectionism

, that resists any 
single level of analysis, such as the level of com

putation, or of physical dynam
ics, 

and that resists any single disciplinary perspective, such as that of philosophy, neu- 
roscience, cultural and technological studies, artificial intelligence, or cognitive psy- 
chology. M

oreover, it is not just a com
plex, m

ultifaceted system
, but a genuinely 

leaky one-"leaky" 
in the sense that m

any crucial features and properties depend 
precisely on the interactions betw

een events and processes occurring at different 
levels of organization and on different tim

e scales. 
H

um
an m

indfulness thus inhabits a little-visited corner of the design space 
for intelligent system

s. It inhabits a corner of design space that is profoundly bound- 
ary blind, m

arked by strategies and solutions that criss-cross the intuitive divides 
betw

een m
ind and body, betw

een person and environm
ent, and betw

een the 
thinker and her tools for thought. 

T
his boundary blindness has som

e clear advantages. U
nim

pressed by the in- 
tuitive divide betw

een the inner and the outer, processes of cultural and biologi- 
cal adaptation can search a w

onderfully-but 
dauntingly-rich 

space of ploys and 
stratagem

s, often uncovering robust, cheap, surprising, boundary-busting routes 
to success and survival. E

xam
ples are m

anifold and m
anifest in the preceding chap- 

ters. T
o som

ew
hat arbitrarily recall but three, w

e have seen how
 neural m

otor con- 
trol is sim

plified and transform
ed by the in-built synergies of spring-like m

uscle 
and tendon system

s, how
 biological vision repeatedly exploits bodily m

otion and 
environm

ental inform
ation storage, and how

 m
ore advanced copitive capacities 

(N
ot R

eally a) C
onclusion 

1
6

1
 

(such as the creation of abstract art) depend on the com
plex interplay of neural 

operations, bodily actions, and the use of m
ultiple aids, props, and artifacts. 

W
hat w

e think of as the "m
indfulness" that m

akes intelligent behavior possi- 
ble m

ay thus be best understood as a product of im
m

ense and m
ultifaceted leak- 

age. A
s an intrinsically boundary-crossing phenom

enon, m
ind presents an espe- 

cially difficult object of study-a 
m

oving target, w
hose best descriptions and 

explanations sim
ply cannot, in principle, be constructed by the use of a single tool, 

perspective, or analytic m
ode. T

he scientific study of m
ind thus dem

ands inter- 
disciplinary effort and m

ultidisciplinary cooperation on a w
hole new

 scale, prob- 
ing adaptive response at m

ultiple organizational levels including those incorpo- 
rating bodily, cultural, and environm

ental scaffolding. "M
indw

are as softw
are"? 

T
hat w

as a good slogan once. B
ut it has served its purpose, and it is tim

e to m
ove 

on. 
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D
ualism

, B
ehaviorism

, F
unctionalism

, and B
eyond 

T
he present text begins quite close to w

here m
ost philosophical treatm

ents end: 
w

ith recent attem
pts to understand m

indfulness using the tools of neuroscience, 
cognitive psychology, and artificial intelligence. In these brief notes' I offer som

e 
rough-and-ready background, in the form

 of a few
 cam

eos of a few
 historically im

- 
portant positions. 

I. D
ualism

 

W
hen w

e introspect, or reflect on our ow
n thoughts, feelings, and beliefs, w

e do 
not h

d
 anything m

uch like physical objects. B
eliefs m

ay be im
portant o

r trlvial, 
feelings strong o

r w
eak, but not literally big, or colored, or heavy, and so on. O

n
 

the evidence of introspection alone, then, w
e m

ight be inclined to conclude that 
the m

ind is som
ething quite separate from

, and deeply distinct from
, the physical 

w
orld. T

his perfectly natural view
point is know

n as dualism
. 

C
onsidered as a philosophical theory of the nature of m

ind, D
ualism

 is som
e- 

w
hat uninform

ative. It tells us w
hat the m

ind is not; it is not a norm
al physical 

item
 like a body, brain, table, or chair. B

ut it is em
barrassingly silent about w

hat 
it m

ight actually be. B
ut still, know

ing that the m
oon is not m

ade of green cheese 
is quite handy, even ~f you d

o
 not know

 w
hat it is actually m

ade of instead. So let 
us begin by giving the dualists' claim

-that 
the m

ind is not a physical item
-the 

benefit of the doubt. T
he question then arises: W

hat is the relationship betw
een 

this nonphysical item
 and the physical body that accom

panies it around the w
orld? 

'T
hese notes are based on som

e of m
y longstand~

ng classroom
 teaching m

aterials, and in one or tw
o 

places I w
onder w

hether som
ething m

ight have been unw
ittingly borrow

ed From
 som

e other source. 
M

y best efforts at checking this reveal no such unacknow
ledged borrow

inss. B
ut should som

ething have 
slipped the net of appropriate citation, I hereby apologize: and do let m

e know
! 
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W
hen dualism

 w
as in its heyday, around the tim

e of the sw
enteenth century, 

there w
ere three m

ajor contenders as an account of this relation: 

1. Parallelism
 

2. E
piphenom

enalism
 

3
. Interactionism

 

1. A
ccording to the parallelist, the m

ind and the body are distinct and causally 
isolated. N

either is capable of affecting the other. H
ow

, then, are w
e to account for 

the appearance of causal linkage; the im
pression w

e have of w
ishes causing action 

and blow
s to the head causing hallucinatory experiences? Synchronization w

as to 
be the key. G

od, or som
e other force or agency, had arranged m

atters so that the 
tw

o causal orders-the 
m

ental and the physical-w
ould 

run along in harm
ony, 

like tw
o ideally accurate clocks set to the sam

e initial tim
e and left to run for eter- 

nity; neither sustaining or consulting the other, but the tw
o in perfect accord 

nonetheless. 
T

he trouble w
ith parallelism

 is w
ho set the clocks? A

nd w
hy, if it w

as G
od, did 

G
od resort to such a clum

sy piece of trickery? 
2. 

E
plphenom

enalism
 is like parallelism

 in asserting the causal isolation of the 
physical from

 the m
ental. B

ut it relaxes the requirem
ent in the other direction. T

he 
epiphenom

enalist allow
s that the physical can cause the m

ental, but denies that the 
m

ental can affect the physical. T
he m

ind, on this account, is som
ew

hat (though 
only som

ew
hat) like the exhaust fum

es from
 a car. T

he fum
es accom

pany and are 
caused by the activity of the engine. B

ut they do not (typically) pow
er the car. Just 

so, the epiphenom
enalist holds that beliefs and thought and other m

ental experi- 
ences accom

pany and are caused by brain activity. B
ut they d

o
 not actually cause 

the body to act. T
hey are just the icing o

n
 the cognitive cake. T

his is a counterin- 
tuitive prospect indeed; it certainly feels as if ~t is m

y desire for a Pete's W
icked A

le 
that prom

pts the trek to the local hostelry. Insofar as the w
hole im

petus for ac- 
counts that reserve a special place for m

ental phenom
ena com

es from
 a desire to 

respect the introspective evidence, this seem
s an odd conclusion to have to accept. 

3. Interactionrsm
 is the m

ost im
m

ediately appealing of the dualist positions. 
It treats the m

ental and the physical as distinct but causally integrated item
s, thus 

avoiding som
e of the m

etaphysical excesses and introspective im
plausibility of par- 

allelism
 and epiphenom

enalism
. T

he m
ost fam

ous form
 of interactionism

 is C
arte- 

sian dualism
. O

n
 D

escartes' fam
ous m

odel, the m
ind is a totally nonphysical sub- 

stance that acts o
n

 the body by influencing the pineal gland at the base of the neck. 
T

he body, by the sam
e route, influences the m

ind. 

T
he problem

 m
ost com

m
only urged against C

artesian dualism
 is: H

ow
 do tw

o 
such distinct item

s-the 
body and the m

ind-m
anage 

to be parts of a single causal 
netw

ork? W
e understand, w

e think, how
 the physical can affect the physical; but 

how
 can the nonphysical do S

O
? 
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T
he argum

ent has som
e force. C

artesian dualism
 w

ould certainly gain in plau- 
sibility if w

e had som
e such account. Still, w

e allow
 that m

any things that are not 
at all like physical objects m

ay still act on them
. W

itness (to take a classic case) the 
iron filings acted o

n
 by a m

agnetic field. So it is not obviously the case that C
arte- 

sian interactionism
 is conceptually im

possible. 
So w

hy give up dualism
? 

D
ualist doctrines of the kind outlined above have been largely abandoned by 

science and philosophy. T
he m

ind is now
 taken to be grounded in the physical 

body in such a w
ay that the problem

 of interaction need not arise. M
any factors 

have contributed to dualism
's dow

nfall. P
robably the m

ost im
portant of these are 

the follow
ing. 

1. T
he obvious dependence of the m

ental on the physical. D
rugs (such as 

Prozac, or ecstasy), w
hich affect the physical constitution of the brain in m

oder- 
ately w

ell understood w
ays, system

atically affect our m
oods and em

otions. B
rain 

dam
age-for 

exam
ple, an iron spike through the prefrontal cortex-is 

likew
ise dis- 

ruptive. T
he evolution of intelligent creatures is correlated w

ith changes in brain 
structure. A

ll this suggests (as presented in C
hurchland, 1984) that w

e m
ust at least 

look for a system
atic correlation of brain activity and m

ental activity. W
hy, then, 

assum
e that there are tw

o item
s here, in need of correlation, instead of one item

 
exhibiting a variety of properties? M

aterialism
-the 

thesis that w
e are dealing w

ith 
just one kind of item

 or substance, viz. physical m
atter-seem

s 
to w

in out on 
grounds of sim

plicity. 

2. T
he positive argum

ents in favor of dualism
 are unconvincing. T

hese are (a) 
the "how

 could. . . ?" argum
ent, and (b

) the argum
ent from

 introspection. 
a. T

he "how
 could . . . ?" argum

ent relies on finding properties of hum
an be- 

ings and asking "N
ow

 how
 could any m

ere physical system
 do that?" 

D
escartes suggested that reasoning and calculation w

ere beyond any m
ere 

physical system
. B

ut today, w
ith our intuitions m

olded by shops full of Palm
 

Pilots, G
4s and even m

odest pocket calculators, w
e are unlikely to choose 

calculation to fill in the blank. N
ow

 people are m
ore likely to choose som

e 
ability like "falling in love," "appreciating a sym

phony," or "being creative." 
B

ut w
ork in neuroscience and artificial intelligence is steadfastly eroding 

our faith that there are som
e things that no m

ere physical system
 could ever 

do. A
s such, the fact that w

e do X
, Y

, or Z
 no longer cuts m

uch ice as an 
argum

ent to the effect that w
e cannot possibly be "m

ere" physical system
s. 

b. T
he argum

ent from
 introspection is a harder nut to crack. T

he idea is that 
w

e just know
 that a belief is not a state of brain or body. W

e can tell just 
by looking "inside ourselves" and seeing w

hat a feeling is like. T
he trouble 

here is that introspection is a w
eak kind of evidence. G

ranted, w
e know

 
that our feelings do not strike us as being brain states. B

ut so w
hat? I m

ay 
have a feeling in m

y stom
ach that does not strike m

e as being a m
ild case 
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of salm
onella. B

ut it m
ight still be a m

ild case of salm
onella for all that. 

T
his oversim

plifies the issue, but the general point is clear. U
nless som

e- 
one can show

 that w
hat introspection reveals cannot be the very sam

e thing 
as a bodily state, albeit under a different description, w

e need not accept 
introspection as decisive evidence in favor of dualism

. 

D
ualism

, then, lacks explanatory force and independent positive evidence in 
its favor. H

ow
 else m

ight w
e conceive the m

ind? 

2. 
B

ehaviorism
 

Probably the first m
ajor philosophical reaction against D

ualism
 cam

e not as a re- 
sult of the explanatory inadequacies just described, but instead grew

 out of a m
ove- 

m
ent w

ithin philosophy that is som
etim

es referred to
 as the linguistic turn. T

he 
leading idea w

as that philosophical puzzles w
ere at root puzzles about language. 

G
ilbert R

yle, in T
he C

oncept of M
ind, published in 1949, accuses dualism

 and the 
w

hole body-m
ind 

debate of a failure to understand the role of m
ental talk in our 

language. P
hilosophy of m

ind, according to R
yle, w

as captivated by D
escartes' m

yth. 
A

nd D
escartes' m

yth w
as, in effect, the idea of m

ind as an inner sanctum
 know

n 
only by introspection. T

he m
yth indined philosophers to seek som

e account of the 
relation of this inner sanctum

 to the public w
orld of people, objects, and actions. 

B
ut the task w

as thought to be m
isconceived. P

hilosophers, R
yle claim

ed, w
ere fail- 

ing to
 see the significance of m

ental talk, in m
uch the sam

e w
ay as som

eone fails 
to

 see the significance of talk about a university w
ho, on being show

n the library 
and colleges and playing fields and accom

m
odation, goes on to com

plain, "Y
es. I 

see all that. B
ut w

here is the university?" T
he answ

er is that the university is not 
som

ething extra, beyond all the colleges, accom
m

odation, and so on. It is just the 
organization of those very item

s. Just so, R
yle argued, the m

ind is not som
ething 

beyond all its public behavioral m
anifestations-m

indtalk 
is just a w

ay of talking 
about the organization of the behavior itself. W

hen w
e say that M

ary loves teach- 
ing, w

e d
o

 not m
ean that inside M

ary there is a ghostly loving that accom
panies 

her professional acts. R
ather w

e m
ean only that M

ary's actual and potential be- 
havior w

ill follow
 a certain pattern. T

hat pattern m
ight be expressed as a very long 

conjunction of claim
s about w

hat M
ary w

ould do in certain situations, e.g., 

if she is offered a new
 textbook she w

ill take it; 

if som
eone asks her if she likes teaching, she w

ill say yes; 

if she sees a good teacher in action, she w
ill try to em

ulate them
 

and so on. 
T

he idea, in short, is that m
ental talk picks out behavioral dispositions. It iso- 

lates w
hat so and so is likely to

 do in such and such circum
stances. It does not pick 

out a state of an inner m
ental sanctum

. T
he classic analogy is w

ith chem
ical dis- 
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positions such as solubility. T
o say that X

is soluble is not to say that X
 contains 

som
e hidden spirit of solubility. It is just to say that if you put X

 in w
ater, X

 w
ould 

dissolve. M
ental talk picks on m

ore com
plex dispositions [w

hat P
aul C

hurchland 
(1984) calls "m

ulti-tracked dispositions"]; but dispositions is still all they are. 
T

hree w
orries afflict behaviorism

 in the form
 I have presented it. 

I. T
he dispositional analysis looks either infinite or circular. It w

ill be infinite if w
e 

have to list w
hat a given belief w

ill dispose an agent to d
o

 in every possible sit- 
uation they could be in. A

nd it will 
be circular if our list of dispositions m

akes 
irreducible reference to other m

ental states, e.g., M
ary w

ill try to teach w
ell as 

long as she is happy and does not believe teaching is ruining her life. 

2. 
T

he dispositional account seem
s to w

ant to rule out the inner sanctum
 com

- 
pletely. B

ut isn't there som
e truth in the idea? D

on't w
e have inner feelings, 

pains, im
ages, and the like? 

3. It is explanatorily shallow
. It tells us, at best, som

ething about how
 w

e use m
en- 

tal concepts. B
ut this need not be the end of the story of m

ind. E
ven if "solu- 

ble" just m
eans "w

ould dissolve in w
ater," w

e can ask after the grounds of the 
disposition to dissolve. W

e can ask how
 it is possible for som

ething to dissolve 
in w

ater. So too w
e m

ay ask how
 it is possible for som

eone to
 love teaching. 

A
nd the explanation should appeal to a range of facts beyond the surface be- 

havior of the teacher. Indeed, taken at face value, behaviorism
 seem

s to com
- 

m
it a kind of "m

ethod actors fallacy" (see P
utnam

, 1980), attributing genuine 
neural states (of, say, pain) to anyone exhibiting appropriate behavior, and deny- 
ing pain to anyone able to suppress all the behavioral and verbal expressions of 
pain. 

3. Identity T
heory 

In
 the m

id to late 1950s philosophers began to realize--or 
rediscover-that 

there 
w

as m
ore to philosophical life than the analysis of the concepts of ordinary lan- 

guage. Philosophy could, for exam
ple, contribute to the study of m

ind and m
en- 

tal m
echanism

s by exam
ining the conceptual coherence of scientific theory schernas. 

B
y this I m

ean, not exam
ining a particular, w

ell w
orked out scientific theory in 

say, neurophysiology, but by considering the intelligibility and im
plications of gen- 

eral types of scientific account of the m
ind. O

ne such account-the 
topic of this 

section-w
as 

the so-called M
ind-B

rain 
identity theory. T

he schem
a here in brief 

w
as m

ental states are brain processes. 
T

his schem
a w

as advocated, discussed, and refined by philosophers such as U
. 

T
. Place, J. J. C

. Sm
art, and D

. A
rm

strong [see the collection edited by V
. C

. C
hap- 

pel1 (1962) for som
e of the classic contributions]. T

he philosophical task, then, is 
not to decide w

hether or not m
ental states are brain processes. T

hat is a job for or- 
dinary science. R

ather, it is to consider w
hether this general theory schem

a is one 
that is even possibly true. D

oes it even m
ake sense to suppose that thoughts, be- 

liefs, and sensations could be identical w
ith brain processes? 

S
o

m
e B

ackdrop 

R
easons to doubt that it does include 

1. 
L

eibniz' law
 problem

s 

2. 
species-chauvinism

 objections. 

L
eibniz' law

 states that if tw
o descriptions pick out the sam

e object, then w
hat- 

ever is true of the object under one description m
ust be true of it under the other. 

T
hus, if Spiderm

an really is Peter Parker, then w
hatever is true of S

piderm
an m

ust 
be true of Peter Parker, and vice versa. If A

unt M
ay is Peter Parker's ailing rela- 

tive, then she m
ust be Spiderm

an's ailing relative also. If S
piderm

an clings to ceil- 
ings, then Peter Parker m

ust cling to ceilings also. Form
ally, 

(X
I (

Y
)

 [
(
X
=
 Y
)
 +
 (F

) (FX
* 

FY
I1 

W
hatever their opinion about Spiderm

an, m
any philosophers w

ere unable to 
see how

 the m
ind-brain 

identity thesis could live up to the L
eibniz' law

 require- 
m

ent. F
or consider 

[Spatial location] A
 brain state m

ay be located in space, say 10 cm
 behind m

y 
eyeball. B

ut it surely w
on't be true of any m

ental state-say, 
m

y belief that M
ark 

M
cG

uire plays for the C
ardinals-that 

it is 10 cm
 behind m

y eyeball. 

[T
ruth value] A

 belief m
ay be true or false. B

ut how
 can a brain state be true or 

false? 

[Sensational content] A
 pain m

ay be sharp o
r tingly. B

ut could a brain state be 
sharp o

r tingly? 

[A
uthority] I seem

 to have som
e authority over m

y m
ental states. If I sincerely 

believe I am
 in agony, it looks as if I m

ust be right. B
ut I do not seem

 to have 
any authority over m

y brain states; a neurophysiologist could surely correct m
e 

w
ith regard to those. 

O
ne w

ay of responding to these objections is sim
ply to grasp the nettle w

e are 
offered and say, "It m

ay not seem
 as if brain states can be true or false, or m

ental 
states located in space, but they are." It does not seem

 as if a flash of lightning is 
an electrical discharge, but it is. A

nd if you have som
e authority w

hen it com
es to 

spotting flashes of lightning, then you have it w
hen it com

es to spotting som
e kinds 

of electrical discharge w
hether you know

 it o
r not. T

he idea behind this kind of 
response is that L

eibniz' law
 is unreliable in contexts that involve people's beliefs 

about properties of objects, rather than just the actual properties of the objects. T
o 

once again adapt a strategy used by Paul C
hurchland (1984), w

e can display the 
problem

 by constructing the follow
ing clearly fallacious argum

ent: 

1. M
ary Jane W

atson believes that Spiderm
an is a hero. 

2
, M

ary Jane W
atson does not believe that Peter Parker is a hero. 

SO, 

3. By L
eibniz' law

-Peter 
Parker is not identical w

ith Spiderm
an. 
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Identity theory thus survives the L
eibniz' law

 crisis. H
istorically, it succum

bed 
(although sophisticated revivals are increasingly popular today) to a very different 
kind of objection [first raised by H

ilary P
utnam

 (1960) in a series of papers be- 
ginning w

ith "M
inds and m

achines"]. T
he objection is one of species-chauvinism

. 
O

n
 a strong reading of the identity theorists' claim

s it looks as if types of m
ental 

state (e.g., being happy, angry, seeing blue, believing that R
eagan is dangerous) are 

now
 being identified w

ith types of brain state (e.g., the firing of a certain group of 
neurons, or C

-fibers, or w
hatever). B

ut this claim
, o

n
 closer exam

ination, looks 
distinctly im

plausible. For consider one exam
ple. 

Suppose w
e type-identify, say, being in pain w

ith having C
-fibers 1-9 

firing. 
T

hen it follow
s that no being w

ithout C
-fibers can be in pain. B

ut this seem
s a very 

rash, even im
perialistic, claim

. M
ight w

e not encounter extraterrestrial beings w
ho 

look clearly capable of feeling pain (they w
ince and groan and so on) yet lack C

- 
fibers? M

aybe m
any anim

als to w
hich w

e happily ascribe psychological properties 
such as feeling hungry or angry lack C

-fibers, too. M
aybe w

e w
ill soon build in- 

telligent com
puter system

s that have neurom
orphic V

SLI chips instead of neurons. 
M

ust w
e sim

ply rule out the possibility that all these different kinds of physical sys- 
tem

s m
ay share som

e of our psychological states? Surely not. Suppose w
e discov- 

ered that various hum
an beings had different kinds of brain structure, such that 

w
hen Fred felt pain C

-fibers 1-9 
fired, but w

hen A
ndy felt pain D

-fibers 1-7 fired. 
Psychological ascriptions seem

 alm
ost designed to class together different brain 

states in virtue of their com
m

on role in determ
ining types of behavior. S

trong 
type-type 

identity theory does no justice to this capacity for generalization, and 
can seem

 species-chauvinistic as a result. 
O

ne w
ay out is for the identity theorist to claim

 that each individual occur- 
rence of a m

ental state is identical w
ith som

e brain state. T
his is the "token" ver- 

sion of identity theory, so nam
ed because it associates tokens (individual occur- 

rences) of m
ental events w

ith brain events, w
ithout m

aking claim
s about the 

identity of types of m
ental event w

ith types of brain event. O
ne trouble w

ith this 
as it stands is that it is explanatorily w

eak; it leaves us unenlightened as to w
hy any 

particular physical state should be identical w
ith the particular m

ental event w
ith 

w
hich it is. O

ne w
ay to rem

edy this is to build on the idea that psychological as- 
criptions are in part designed to group together physically disparate brain states in 
virtue of their com

m
on role in determ

ining behavior, but to build on it in such a 
w

ay as to avoid the behaviorist's m
istake of identifing the psychological state w

ith 
the outw

ard behavior. T
his is exactly w

hat P
utnam

 did and the result w
as another 

philosophical schem
a for a scientific theory of m

ind, viz. functionalism
. 

4. M
achine F

unctionalism
 

T
he first w

ave identity theorist faced a hopeless task, akin, as D
aniel D

ennett has 
pointed out, to finding a purely physical account of w

hat all clocks, say, have in 
com

m
on. W

e w
ould find n

o
 useful description, in the language of physics, of the 

Som
e B

ackdrop 

com
m

onality in virtue of w
hich a sundial, a clockw

ork alarm
, and a quartz digital 

alarm
 are all said to be clocks. W

hat unites these disparate physical objects is the 
purpose, function, o

r use that w
e assign to them

. Just so, it seem
s, there need be 

n
o

 useful physical description that captures w
hat m

y anger, the dog's anger, the 
M

artian's anger, and the robot's anger all have in com
m

on. In som
e sense it looked 

to be the functionality of the different physical states that realize our several angers 
that unites the states as angers. H

ence, functionalism
 is a schem

a for a scientific 
theory of m

ind. 
O

ne w
ay of understanding the functionalist approach is by analogy w

ith com
- 

puter program
s. A

 program
 is just a recipe for getting a job done, and can be spec- 

ified, at a very abstract level, as a set of operations to
 be perform

ed on an input 
and yielding a certain output-m

aybe 
a num

ber o
r sentence. D

efined at such an 
abstract level the sam

e program
 can be w

ritten in different high-level languages 
(B

A
SIC

, PA
SC

A
L

, L
ISP, JA

V
A

, o
r w

hatever) and run o
n

 m
achines w

ith very dif- 
ferent kinds of hardw

are. T
he abstract idea of a program

 (its input-inner opera- 
tions-output profile) is captured in its specification as a Turing m

achine (see C
hap- 

ter I), w
hich is, in effect, just a description of a fixed set of operations to be 

perform
ed on w

hatever strings of sym
bols it is given as input. T

he point is that 
this abstract notion of a program

 is not "hardw
are-chauvinist"; the sam

e program
, 

so defined, m
ay run on lots of different physical m

achines. T
he functionalist claim

, 
in effect, is that the m

ind is to the bodylbrain as the program
 is to the physical 

m
achine. 

T
he analogy is so satisfying, indeed, that the original functionalists w

ent fur- 
ther and claim

ed not just 

C
1 T

he m
ind is to the brain as the program

 is to the m
achine, but 

C
2 T

he m
ind is a program

, run (in hum
ans) w

ith the brain as its supporting hard- 
w

are. 

C
2 is often called m

achine functionalism
. Since m

uch of the present text is con- 
cerned w

ith versions of m
achine functionalism

, I shall not pursue this position any 
further here. 

T
he task so far has been to see w

hat general kind of schem
a for a scientific theory 

could m
ake sense of the relation betw

een our talk of the m
ind and som

e kind of 
description (functional, behavioral, or w

hatever) of the physical w
orld. T

he ques- 
tion w

as thus: 

W
hat kind o

f scientific theory could possibly count as a theory of the m
ind? 

Som
e w

ould regard this as a m
istaken goal. F

or it seem
s to assum

e that our 
com

m
onsense ideas about m

ental phenom
ena, w

hich together m
ake up our com

- 
m

onsense idea of m
ind, are (at least largely) correct. It assum

es, in effect, that there 
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really are such things as hopes, desires, fears, beliefs, and so on, and that the job 
of science is to explain them

. B
ut, after all, people once thought that there w

ere 
ghosts and vam

pires and that apparently em
pty space w

as filled by m
ysterious ether 

and m
uch else that science has show

n to be m
isguided. Im

agine, then, a discipline 
devoted to investigating w

hat kind of scientific theory could possibly account for 
the existence of the ether. W

hat a w
aste of tim

e! W
hat science show

s is that there 
is no ether and so the task of accounting for its existence never arises. C

ould the 
com

m
onsense notion of m

ind m
eet a sim

ilar fate? T
hose w

ho think so call them
- 

selves elim
inative m

aterialists (e.g., C
hurchland, 1981). T

he task of philosophy, as 
they see it, is not to prejudge the issue by sim

ply setting out to discover w
hat sci- 

entific schem
a explains the com

m
onsense view

 of m
ind, but also to critically ex- 

am
ine scientific accounts to see w

hether the com
m

onsense view
 is sound. O

nce 
again, this is a topic treated m

 the m
ain text and I shall not pursue it far here. N

o- 
tice, how

ever, that elim
inative m

aterialism
 need not be an all or nothing doctrine. 

D
ennett (1987), for exam

ple, allow
s that som

e of our com
m

on sense ideas about 
the m

ental m
ay find a hom

e in som
e future scientific theory. H

e just denies that 
w

e should dem
and that any good theory capture all our pretheoretical intuitions. 

T
he m

ost radical versions of elim
inative m

aterialism
 predict that virtually 

nothing of the com
m

onsense fram
ew

ork w
ill be preserved. B

eliefs, desires, hopes, 
and fears w

ill all be abandoned in som
e future science of the m

ind. It is, I suspect, 
extrem

ely hard to even m
ake sense of this claim

 in advance of the science being 
developed and offering us alternative concepts to use w

hen w
e form

ulate it. F
rom

 
here, it is hard to

 see how
 such a future science could be a science of the m

ind at 
all. B

ut that, of course, m
ay just be pred~

ctable conceptual m
yopia. O

n
 the other 

hand, it does seem
 as if there is a w

hole cluster of related concepts involving ac- 
tions, beliefs, and desires that just constitute the idea of m

ind. W
e could certainly 

give som
e up and revise others. B

ut could w
e really drop them

 all? A
nd to w

hat 
extent does the legitim

acy of those concepts depend o
n

 their finding a place in 
som

e scientific theory anyw
ay? It is a virtue of elim

inative m
aterialism

 that it is 
radical enough to bring these issues to the fore. 

Suggested R
eadings 

Several recent textbooks offer superb introductions to the topics covered in this appendix. 
I especially recom

m
end J. K

im
, P

hilosophy of M
ind (B

oulder, C
O

: W
estview

, 1996) and D
. 

B
raddon-M

itchell and F. Jackson's P
hilosophy of M

ind and C
ognition (O

xford, England: 
B

ladcw
ell, 1996). O

ther useful treatm
ents include G

. G
raham

, P
hilosophy of M

ind: A
n In- 

troduction (O
xford, England: B

lackw
ell, 1993) and P. C

hurchland's classic, M
atter an

d
 C

on- 
sciousness (C

am
bridge, M

A
: M

IT
 P

ress, 1984, and m
any subsequent and expanded editions). 

W
. Lycan (ed.), M

ind and C
ognition: A

 R
eader (O

xford, England: B
lackw

ell, 1990) offers a 
fine collection of papers covering functionalism

, identity theory, elim
inativism

, and m
uch 

else besides. 
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C
onsciousness and the  eta-H

ard P
roblem

 

R
eaders of som

e early versions of this text suggested that it paid too little atten- 
tion to the hot topics of consciousness and subjective experience. T

his w
as no ac- 

cident. B
ut it is undeniably the case that a com

plete and satisfying scientific ac- 
count of the nature of m

indw
are cannot rem

ain forever silent concerning w
hat is, 

arguably, the single m
ost puzzling fact about m

ind! It is w
ith som

e trepidation, 
then, that I offer a sketch of the issues (as they appear to

 m
e) and a few

 critical 
and constructive rem

arks. 
C

onsciousness has certainly com
e out of the closet. A

fter a long period dur- 
ing w

hich the w
ord w

as hardly m
entioned in scientific circles, consciousness is now

 
the star of a m

ajor grow
th industry. T

here are books, m
eetings, and journals. T

here 
are Internet discussion groups and w

eb sites. T
here is hope, interest, and excite- 

m
ent. B

ut is there a th
eo

ry
-o

r even a prom
ising sketch for a story? It is, strangely, 

rather hard to say. It is hard to say because first, the w
ord "consciousness" does 

not seem
 to aim

 at a single, steady target. W
e need to distinguish various possible 

targets and assess the state of the art relative to each one. A
nd second, it is unclear 

(especially w
ith respect to som

e of the m
ore recondite targets) exactly w

hat w
ould 

count as a theory, sketch, story, or explanation, anyw
ay. 

Som
e possible targets for a theory of consciousness include sim

ple aw
akeness, 

self-aw
areness, availability for verbal report, availabil~ty for the control of inten- 

tional action, and, of course, the star of the show
-raw

 
feels or qualia, the distinct 

feels and sensations that m
ake life w

orth living or (som
etim

es) w
orth leaving. 

Sim
ple aw

akeness m
ay be roughly defined as the state in w

hich w
e are quite 

sensitive to our surroundings, able to process incom
ing inform

ation and respond 
appropriately. Self-aw

areness involves the capacity to represent ourselves and to be 
aw

are of ourselves as distinct agents. A
vailability for verbal report involves both a 

capacity to som
ehow

 access our ow
n inner states and to describe w

hat w
e find us- 

ing w
ords (or sign language, etc.). A

vailability for the control of intentional action 
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suggests a certain kind of "inform
ational poise," such that som

e of our know
ledge 

o
r ideas becom

e capable of guiding an open-ended range of projects and activi- 
ties-the 

kind of inform
ational poise that is m

issing in, e.g., a blindsight patient's 
lim

ited capacity to use visual inform
ation com

ing from
 a "b

lin
d

 region (m
ore on 

this below
). A

nd qualia, raw
 feels? It is depressingly hard to say m

uch m
ore about 

exactly w
hat these are. W

e resort to the w
ell-w

orn hints and phrases: the very red- 
ness of the apple, the taste of the peach, the precise and unutterable piercingness 
of the grief, and so on. A

s Jaegw
on K

im
 recently put it: "If this doesn't help, per- 

haps nothing w
ill" (K

im
, 1996, p. 180). 

T
here is som

ething striking about even this partial list of possible targets for 
a theory of consciousness. W

hat is striking is that it is only the final target ("qualia") 
that threatens to present any special kind of problem

 for our standard m
odes of 

cognitive scientific explanation and understanding. A
ll the rest have to

 d
o

 either 
w

ith w
hat it is w

e are inform
ed about (w

hat, to beg a few
 questions, is internally 

represented) o
r w

ith the w
ay that inform

ation is poised for the control of action 
or for sharing w

ith other cognitive subsystem
s. T

heories about inform
ational con- 

tent and inform
ational poise thus have the resources to explain a large portion of 

w
hat is often m

eant by "conscious aw
areness." T

he question is, can they go all the 
w

ay? T
o

 get som
e sense of just how

 far they can go, consider three bodies of re- 
search in cognitive neuroscience: w

ork o
n

 blindsight, w
ork on binding, and M

il- 
ner and G

oodale's (1995) recent w
ork on dorsal versus ventral processing. 

"B
lindsight" nam

es an intriguing phenom
enon that has becom

e one of the 
staples of cognitive scientific conjecture concerning consciousness. B

lindsight pa- 
tients have dam

age to the visual cortex, resulting in the presence of a scotom
a or 

blind spot. Such patients claim
 to see nothing in this region, but can, if forced to 

guess, perform
 w

ay above chance (W
eiskrantz, 1986). For exam

ple, the patients 
can successfully guess w

hether a light has flashed in the blind region, and can even 
orient hand and w

rist in response to the shape of presented objects (M
arcel, 1988, 

p. 136). B
ut w

hen asked if they actually have visual experience o
n

 w
hich to base 

these successful responses, they either insist there is no experience at all, or report 
som

ething faint, inconclusive, and not really visual in nature. T
he standard ac- 

count of the condition has been that the successful responses are rooted in prim
- 

itive, m
id-brain processing and that full-fledged phenom

enal consciousness (the 
experiential quality, raw

 feel, etc.) thus depends on the m
ore evolutionarily recent 

overlay of higher cortical activity. A
 com

peting account, how
ever, explains blind- 

sight as the preservation w
itlzin the so-called blind region of sm

all areas of pre- 
served vision-visual 

"hot spots" that offer a cortical route to the successful re- 
sponses (see G

azzaniga, 1998, pp. 80-83). E
ither w

ay, w
hat rem

ains intriguing is 
the patient's denial of actual visual experience in these cases. T

he kind of visually 
guided action that w

e ordinarily take to be indicative of visual experience is here 
produced w

ithout the accom
panying experience. T

he tem
pting-though 

clearly 

C
onsciousness and th

e M
eta-H

ard
 P

ro
b

lem
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sim
plistic-thought 

is: find the key neural differences betw
een the tw

o cases and 
you have found the physiological seat of those ever-elusive qualia. 

A
nother fam

ous neuroscientific contribution to the debate is C
rick and K

och's 
(1997) w

ork o
n

 consciousness and 40-H
z oscillations. T

he focus of the w
ork is on 

the neural m
echanism

s that achieve binding, w
here binding involves establishing 

a certain relation betw
een neural populations carrying different types and item

s of 
inform

ation, e.g., binding M
T

 m
otion detectors to V

4 hue detectors as part of the 
process of representing a certain face in the act of speaking (see C

rick and K
och, 

1997, p. 284). Such binding, C
rick and K

och claim
, is achieved by frequency-locked 

oscillations in the various neural populations, w
ith the locking perhaps m

ediated 
by circuitry linking the cortex to the highly connected thalam

us-the 
so-called 

thalam
ocortical loop. Spike synchronizations in the 40-H

z range (actually, any- 
w

here betw
een 35 and 70 H

z) are then depicted as joining the various neurally rep- 
resented features into a coherent w

hole, w
hich is then placed in w

orking m
em

ory, 
w

hich in turn renders the coherent percept poised for the w
idespread control of 

action and report (C
rick and K

och, 1997, p. 288). 
A

s a final excursion 
into neuroscientific 

conjecture, consider M
ilner and 

G
oodale's (1995) account of the different functional roles of tw

o anatom
ically dis- 

tinct stream
s (of connected neural regions) identified in visual processing. T

he tw
o 

stream
s (the dorsal and the ventral) w

ere long classed as "w
hat" and "w

here" 
stream

s, w
ith the ventral stream

 thought to be m
ost responsible for identification 

and recognition of objects, and the dorsal stream
 responsible for spatial localiza- 

tion (see U
ngerleider and M

ishlun, 1982). T
he M

ilner and G
oodale hypothesis, by 

contrast, is that the dorsal stream
 supports the guidance of fine m

otor action and 
the ventral stream

 supports the kind of perception involved in visual aw
areness. 

T
hus, for exam

ple, w
e m

ay be visually aw
are of an object in virtue of ventral stream

 
activity, w

hereas our capacity to reach for and grasp an object depends o
n

 the go- 
ings-on in the dorsal stream

, w
hich is said to act "in large part alone" (M

ilner and 
G

oodale, 1998, Section 3). S
uch a theory helps explain w

hy som
e lesioned m

on- 
keys and hum

an patients (e.g., D
.F.) can perform

 visually guided action w
ithout 

visual aw
areness. In such cases, the ventral stream

 is im
paired w

hereas the dorsal 
stream

 is unaffected. Sim
ilarly, dorsal stream

 im
pairm

ent com
bined w

ith intact 
ventral processing seem

s to yield reach-and-grasp deficits alongside norm
al object 

identification, and norm
al orientation and spatial location judgm

ents (see Jean- 
nerod, 1986). T

he relatively independent activity of the tw
o stream

s also show
s up 

in norm
al perform

ance. C
ertain visual illusions (see C

hapter 7, B
ox 7.2) involve 

the conscious experience of an object as larger than it is. Y
et despite the illusion, 

our m
otor and action routines yield correct preparatory grasping: the finger-thum

b 
placem

ent is keyed to
 the object's actual size, not to the consciously perceived il- 

lusion (see H
affendale and G

oodale, 1998). 
T

he m
ost im

portant aspect of the M
ilner and G

oodale m
odel, for our pur- 

poses, is thus the identification of conscious visual aw
areness w

ith ventral stream
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activity, and the claim
 that "the processing accom

plished by the ventral stream
 [in- 

volves form
s of coding that1 coincide w

ith those that render the representations 
accessible to our aw

areness" (M
ilner and G

oodale, 1998, Section 3). 
O

ur exem
plar neuroscientific excursions are at an end. B

ut the vexing prob- 
lem

 rem
ains: W

hat can this kind of evidence, theory, and conjecture tell us about 
the phenom

enon of consciousness itselt? T
he answ

er, naturally, depends o
n

 the 
precise spin w

e give to the w
easel-w

ord "consciousness," and on how
 w

e conceive 
the relation betw

een the various phenom
ena of access, poise, reportability, and 

qualitative feel. 
O

ne influential m
ove, at about this point, is to firm

ly distinguish tw
o notions. 

O
ne is w

hat N
ed B

lock (1997, p. 382) calls access-consciousness. T
he other is w

hat 
B

lock (1997, p. 380) calls phenom
enal-consciousness. A

ccess-consciousness is all 
about inform

ational poise: "4
 state is A

-conscious if it is poised for direct control 
of thought and action" (B

lock, 1997, p. 382). W
hen inform

ation (e.g., about a vi- 
sually present object) is able to guide intentional action and verbal report, it counts 
as A

-conscious. Phenom
enal-consciousness, o

n
 the other hand, is som

ething w
e 

cannot define but can only "point to" (B
lock, 1997, p. 380). It is about the felt 

quality of tastes, sm
ells, and colors, about "w

hat it is like" to taste a fresh M
ar- 

garita w
hile feeling the hot, M

exican sun on your back and enjoying (or not) the 
relentless beat of a m

ariachi band. T
hat's P-consciousness. 

Suppose now
 that som

eone offers to explain blindsight by invoking the idea 
of an intact, low

-level processing m
echanism

, capable of guiding forced responses, 
com

bined w
ith an im

pairm
ent of som

e other device w
hose role is to m

ake infor- 
m

ation available for verbal report and the control of intentional action? O
r sup- 

pose w
e discover that the blindsight patient has a disruption of the 40-H

z oscilla- 
tions that C

rick and K
och im

plicate in binding and the passage of inform
ation to 

w
orking m

em
ory? Such explanations seem

, indeed, w
ell w

ithin the reach of cur- 
rent neuroscience. 

W
ould such stories finally explain the phenom

enon 
of P

- 
consciousness itself? 

B
lock responds w

ith a resounding "no." A
ll that these stories can currently do, 

B
lock m

aintains, is illum
inate the vastly less m

ysterious realm
 of A

-consciousness. 
A

nd the great m
istake in scientific and philosophical thinking about consciousness 

(still according to B
lock) is to confuse the tw

o; to offer a nice, w
ell-m

otivated story 
about access and inform

ational poise, and then to claim
 to have said som

ething il- 
lum

inating about its reclusive cousin, P-consciousness, the "w
hat-it's-likeness" that 

infuses the com
putational shell w

ith, w
ell, w

hat-it's-likeness. 
T

o see the difference, consider this. I could (let us suppose) build a robot that 
has a silicon-based equivalent to M

ilner and G
oodale's ventral and dorsal stream

s. 
O

ne com
putational cascade thus supports verbal response and object recognition, 

etc., w
hereas another uses visual input to

 guide reaching and grasping and so on. 
B

ut it is surely possible (isn't it?) that such a robot w
ill lack P-consciousness alto- 

gether. It w
ill be a dual stream

 zom
bie, acting like us but lacking all felt experi- 
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ence. W
e could even understand w

hy, for exam
ple, certain kinds of silicon-rot dis- 

able its capabilities of object recognition and report, w
hile leaving intact its ca- 

pacity to reach and grasp. B
ut w

e w
ould not be one w

hit closer to understanding 
w

hat it is about us that causes the phenom
enal experience that, in us, accom

panies 
ventral stream

 processing (or 40-H
z oscillation, or w

hatever). 
T

he idea that current scientific speculations illum
inate access-consciousness 

w
hile leaving the phenom

enal aspects unexplained 
is 

also m
anifest in D

avid 
C

halm
er's distinction betw

een "easy" and "hard" problem
s concerning conscious 

aw
areness. T

he easy problem
s, as C

halm
ers (1996, 1997a) has it, concern func- 

tional capacities and are characterized by questions such as "H
ow

 can the brain 
recognize objects?" "H

ow
 can it integrate object-features into a single w

hole!" 
"H

ow
 can it distinguish vegem

ite and m
arm

ite?" etc. In describing these questions 
as "easy," C

halm
ers m

eans only to contrast them
 w

ith w
hat he sees as the deeper 

m
ysteries: W

hy does the act of distinguishing m
arm

ite and vegem
ite by taste in- 

volve any "w
hat-it's-likeness" 

at all? A
nd w

hy is the "w
hat-it's-likeness" 

of m
ar- 

m
ite the particular w

ay it is? C
halm

ers' claim
 is that the standard m

oves in cogni- 
tive scientific explanation cannot resolve such "hard" problem

s. For all standard 
stories describe functional capacities (to say such-and-such, to discrim

inate so- 
and-so, to use this inform

ation for this or that purpose, etc.). B
ut (so it is argued) 

it is alw
ays conceivable (logically possible) that a being m

ight display the functional 
profile yet have no qualitative experience ("zom

bies") or have very different qual- 
itative experiences ("inversion"). So w

hatever explains the functional profiles can- 
not itself explain the m

ost puzzling facts about phenom
enal experience-the 

pres- 
ence of real feels, w

ith determ
inate qualitative contents. T

here thus threatens w
hat 

L
evine (1983) calls an "explanatory gap." For even supposing w

e got a perfect grip 
on the neural carrelates of consciousness in hum

an beings, and w
ere able to

 iden- 
tify patterns of neural activity that alw

ays yield, e.g., the experience of tasting m
ar- 

m
ite or w

hatever, still, "the question of w
hy [the pattern] gives rise to conscious- 

ness rem
ains unansw

ered" (C
halm

ers, 1996, p. 47). In short, then, if som
e specific 

kind of inform
ational poise turned out to be both necessary and sufficient for phe- 

nom
enal consciousness, there could still be som

ething left unexplained-P-con- 
sciousness, "w

hat-it's-likeness," the taste of that M
argarita. 

B
ut w

ould there reaU
y be som

ething m
issing? T

here are several w
ays to doubt 

it, but I shall sketch just tw
o: representationalism

 and (w
hat I shall call, a little 

clum
sily) narrationism

. 
R

epresentationalists claim
 that the m

ental (including all aspects of so-called 
phenom

enal aw
areness) is exhausted by the representational. A

s B
ill L

ycan has it 
"the m

ind has no special properties that are not exhausted by its representational 
properties" (L

ycan, 1997, p. 755). T
he sim

plest w
ay to be a representationalist is 

to claim
 that the feeling of pain, for exam

ple, is nothing but the internal repre- 
sentation of (som

ething like) "tissue dam
age at location X

." T
hus D

retske (1997, 
p. 786) argues that w

hat m
akes certain states conscious is "the w

ay they m
ake us 
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conscious of som
ething else--the w

orld w
e live in and . . . the condition of our 

ow
n bodies." It is an open question am

ong representationalists just how
 to

 unpack 
the relevant notion of internal representation. M

ichael T
ye, for exam

ple, holds that 
w

e need not overintellectualize the idea: it is not that the agent has to develop con- 
cepts such as "tissue dam

age." R
ather, the pain m

ay consist of a "sensory represen- 
tation" w

hose content fixes the phenom
enal character (T

ye, 1997, p. 333). (A
 pos- 

sibly related proposal, w
ith an experim

ental/neuroscientific spin, is considered in 
B

ox A
II. 1 .) 

R
epresentationalism

 also com
es in tw

o distinct grades: sim
ple, or first-order, 

representationalism
 (as above) and w

hat has becom
e know

n as higher order thought 
theory. T

his latter is the idea that a neural state is phenom
enally conscious w

hen 
it is itselfthe object of a thought. R

oughly, to feel a stabbing pain is not (just) to 
represent a certain kind of tissue dam

age. It is, rather, to have a thought about the 
representation of tissue dam

age. A
s R

osenthal(1997, p. 741) has it, "a neural state 
w

ill be conscious if it is accom
panied by a thought about the state." 

W
hy be a representationalist? T

he attraction is both practical and theoretical. 
O

n the theory side, it can be argued that all phenom
enally conscious states m

ust 
involve som

e kind of representational content. E
ven the m

uch-cited orgasm
 can, 

if one is sufficiently hard-nosed, be claim
ed to be about certain bodily events and 

processes. It is less clear, how
ever, w

hy w
e should hold that such contents exhaust 

the phenom
enal feel, such that accounting for the content sim

ply is accounting for 
the full experience. H

igher order versions, especially, have som
ething to

 say here-- 
but I postpone further discussion of this until later. T

he practical attraction is, of 
course, undeniable. W

e have a m
uch better grasp of the notion of content-carry- 

ing inner states (representations) than w
e have of qualia, raw

 feels, and their ilk. 
(F

or m
yself, I see nothing w

rong w
ith looking w

here the light is brightest.) Finally 
(a kind of m

ethodological point), if a difference in representational content can, 
indeed, alw

ays be found alongside every difference in phenom
enal feel, w

hat pos- 
sible grounds could w

e have for insisting that there is som
ething m

ore to explain? 
A

 second gap-denying response, related to (but not identical w
ith) the first, is 

w
hat I am

 calling "narrationism
." T

his is a clum
sy term

, but it captures the posi- 
tion better than its rivals ["qualia nihilism

" (K
im

, 1996), "elim
inativism

," etc.]. 
T

he originator and prim
e m

over of narrationism
 is D

aniel D
ennett, and it is his 

(com
plex but rew

arding) version that I shall, w
ith som

e trepidation, now
 try to 

sketch. 
D

ennett's sem
inal treatm

ent of these issues com
es in the long (1991a) study 

C
onsciousness E

xplained-a 
book I think m

ight have been better titled C
onscious- 

ness A
chieved. For it is the essence of D

ennett's view
 that consciousness is, in a 

sense, constructed rather than given. It is constructed by the use (the operation 
w

ithin us) of a variety of "m
ind-tools" (D

ennett, 1996, C
hapter 5) m

ade available 
by our im

m
ersion in culture and language. I cannot hope to do justice to the full 

story here. B
ut a not-too-m

isleading sketch m
ight go lie

 this. 

C
onsciousness an

d
 the M

eta-H
ard Problem
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'I here condense, I hope w
ithout undue distortion, the long and careful story developed by D

am
asio 

(1994). See especially C
hapter 8 and com

m
ents on pages 2

2
6

2
2

7
, 236244, and 266. 
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First m
ove: T

he Intentional Stance. T
he idea here-exam

ined 
in detail in 

C
hapter 3 of the text-is 

that a system
 has a belief just in case its behavior is w

ell 
predicted by treating it as a believer. T

his is, as D
ennett (1998, p. 331) notes, a 

"m
axim

ally perm
issive understanding," w

hich m
akes no specific claim

s about in- 
ner structure or organization. 

Second m
ove: M

ultiple D
rafts. B

ased on a variety of neuroscientific and cog- 
nitive psychological findings, D

ennett (see also D
ennett and K

insbourne, 1992) de- 
picts the biological brain as the locus of m

ultiple, quasiindependent processing 
stream

s. T
here is no single, ultim

ate judgm
ent issued by the brain in response to 

an input-no 
decisive m

om
ent in space or tim

e w
here the system

 settles on a 
unique definitive content fixing the conscious state. C

ontrast this w
ith a traditional 

m
odel in w

hich "central processing" nam
es an area in w

hich, in D
ennett's recur- 

rent phrase, "it all com
es together," and a judgm

ent is m
ade w

hose content f
~

e
s

 
how

 things seem
 to the conscious subject. 

T
hird M

ove: T
he N

arrative T
w

ist. So w
hence the conscious experience of see- 

ing such-and-such as so-and-so, of feeling the pain as a sharp stabbing in the arm
, 

etc.? T
his kind of content-futation, D

ennett suggests, is probably a peculiar achieve- 
m

ent of hum
an biological brains-m

ade 
possible not by the presence of som

e spe- 

'T
hus D

am
asio w

rites of "feeling your em
otion states, w

hich is to say being conscious of em
otions" 

(1994, p. 133). 

C
onsciousness and th

e
 M

e
ta

-H
a
rd

 P
roblem
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cia1 biologically-evolved circuitry so m
uch as by the cultural im

printing of a kind 
of "user-illusion." "O

ur kind of consciousness," as D
ennett (1998, p. 346) puts it 

"is not anything w
e are born w

ith, not part of our innate hard-w
riting, but in 

suprisingly large m
easure, an artifact of our im

m
ersion in hum

an culture." O
ur 

extraordinary im
m

ersion in a sea of culture and language (itself, to be sure, m
ade 

possible by som
e sm

all difference in innate hardw
are) creates, in the hum

an brain, 
a new

 kind of cognitive organization-a 
new

 "virtual m
achinen-that 

allow
s us to 

m
ake cognitive objects of our ow

n thought processes and to w
eave a kind of on- 

going narrative (about w
ho w

e are, and w
hat w

e are doing, and w
hy w

e are doing 
it) that artificially "f~

e
s" the cognitive contents. T

he content is, of course, not re- 
ally fixed, because underneath the personal-level narrative stream

 the m
ore fun- 

dam
ental m

ultiple processing stream
s are still going like the clappers. B

ut there is, 
courtesy of the new

 top-level virtual organization, a striking difference: w
e now

 
report the presence of a specific stream

 of experiences, a stream
, if you w

ill, of judg- 
ings or m

acrotakings, in w
hich there seem

s to be a clear fact of the m
atter con- 

cerning the nature of our current subjective state. It is the presence of this serial 
stream

 of apparently futed contents that explains, on D
ennett's account, our ten- 

dency to believe in qualia. B
ut w

hat these qualia really are now
 turns out to

 be 
nothing but the string of judgm

ents m
ade by the top-level, linguistically infected, 

narrative-spinning virtual m
achine, installed not by nature, but by the alm

ost- 
incalculable effects, on reasonably plastic hum

an brains, of our early im
m

ersion in 
a sea of w

ords and culture, or m
ore generally (and for m

ore on this, see C
hapter 

8) by our im
m

ersion in a sea of external sym
bolic item

s and self-reflective cultural 
practices. 

T
he result is that believingis pervasive and fundam

ental. B
ut hum

an-style con- 
scious aw

areness requires an extra layer of judgm
ent rooted in a culturally incul- 

cated capacity to
 spin a privileged report or narrative: "the story you or I w

ill tell 
if asked (to put a com

plicated m
atter crudely)" (D

ennett, 1998, p. 348). C
on- 

sciousness achieved, not given. 
T

here are m
any other positions on consciousness that really should be con- 

sidered, but these m
ust, for now

, rem
ain casualties of (too little) tim

e and space. 
T

here is, for exam
ple, the view

 (M
cG

inn, 1989; P
inker, 1997) that full-blooded 

qualitative aw
areness has a perfectly good physicalistic explanation, but one that 

m
inds (brains?) like ours are congenitally ill equipped to com

prehend. W
e w

ill re- 
visit this gloom

y prognosis shortly. B
ut for now

, let us close the stable doors. W
e 

have already let loose a puzzling assortm
ent of beasts, and it is tim

e to take stock 
of the m

enagerie. 
R

ecall N
ed B

lock's caution against confusing accounts of access-consciousnes~ 
w

ith accounts of phenom
enal-consciousness. A

ccess-consciousness is said to be 
m

uch less puzzling (an "easy problem
," to use C

halm
ers' phrase). W

e explain ac- 
cess-consciousness by explaining variations in "inform

ational poisem
-w

hether 
an 

item
 of know

ledge or stored data can control m
any or few

 reactions and judg- 
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m
ents, w

hether it is available for verbal report, etc. A
nd w

e can see, in broad out- 
line, how

 specific neuroscientific or com
putational conjectures m

ight explain such 
patterns of control. Failures of binding, h la C

rick and K
och, w

ill result in failures 
of integration and availability for control. Selective dam

age to the ventral stream
, 

h la M
ilner and G

oodale, w
ill result in failures of verbal report w

hile preserving 
availability for certain kinds of m

otor control, and so on. 
A

t this point, B
lock and C

halm
ers insist that no am

ount of this kind of un- 
derstanding (understanding of patterns of inform

ation flow
 and availability for 

control) can discharge the m
ystery of phenom

enal consciousness. F
or suppose 

som
ething like inform

ational poise (availability for w
idespread control, including 

control of verbal report or sym
bolic judgm

ent) turns out to be a perfect correlate 
for phenom

enal experience. Suppose, that is, that a certain kind of inform
ational 

poise is alw
ays and only present just in case the subject is having a phenom

enal 
experience. Still, the w

orry goes, w
e w

ill not have explained w
hy the tw

o go to- 
gether, nor w

hy the phenom
enal experiences have the specific character they (at 

least seem
 to) have. T

he problem
, to put it bluntly, is that, correlation is not apla- 

nation. B
ut-and 

this, I suppose, is C
halm

ers' m
ain point-it 

is hard to
 see how

 
current scientific approaches can take us any further. 

It w
ould be w

ise, at this point, to stop and w
onder. If w

e explain all the facts 
about access-consciousness, is there really som

ething left over? O
r is the apparent 

shortfall m
erely apparent: just som

e "im
aginary dazzle in the eye of a C

artesian 
hom

uncuius" (D
ennett, 1995, p. 34). T

hus, D
ennett (1997, p. 417) suggests that 

w
here B

lock and others see a difference in kind, there is really only a difference in 
degree along tw

o key dim
ensions-"richness 

of content and degree of influence." 
T

he blindsight cases, o
n

 this analysis, are cases of thin content and restricted in- 
fluence. T

he full phenom
enological M

onty, by contrast, involves rich, detailed con- 
tent and w

idespread influence. B
ut the difference lies not in the presence, in the 

latter case, of som
e ghostly extra ("real qualitative aw

areness"). It is just m
ore of 

the sam
e. 

I find m
yself increasingly tem

pted by som
e variant of a D

ennett-style defla- 
tionary approach. In

 its favor is a kind of innocent verificationism
, and a princi- 

ple of explanatory econom
y. T

he verificationist thread is the observation that the 
right pattern of inform

ational poise, access, etc. w
ill fur the behavior of a being in 

a w
ay that m

akes it scientifically indistinguishable from
 a seat of real phenom

e- 
nological consciousness. B

ut once all that is fixed, w
hy believe in som

e additional 
extra? T

he econom
y is obvious. If access-consciousness (or som

e close variant) is 
perfectly correlated w

ith the observable m
anifestations of phenom

enal-conscious- 
ness, w

hy not pronounce the tw
o identical? 

A
gainst such a line it m

ay sim
ply be urged that the first-person perspective 

cannot be so deftly ignored. A
s K

im
 recently argued, if you are inclined to doubt 

the existence of the qualitative "extra," there m
ay be nothing, scientific or philo- 

sophical, anyone can do to
 convince you. H

ere, K
im

-follow
ing 

B
lock-quotes 

L
ouis A

rm
strong on the appeal of Jazz: "If you got to ask, you ain't never gonna 

C
onsciousness and th

e M
eta-H

ard Problem
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know
" (K

im
, 1996, p. 180 citing B

lock, 1980). Such a response should, how
ever, 

give us pause. In n
o

 other scientific or philosophical debate w
ould such a m

ove be 
acceptable. W

hy here? 
T

here is, m
oreover, a clear sense in w

hich a story such as D
ennett's does not 

ignore the first-person perspective. For it is, w
e saw

, of the essence of D
ennett's 

larger story that "our [hum
an] kind of consciousness" is created by the effects of 

culture and linguistic experience, w
hich conspire to instill habits of thought that 

support a "user-illusion"-the 
illusion of a unified consciousness w

hose decisions 
and judgm

ents form
 the narrative chain that m

akes us w
ho w

e are. T
he distinctive 

feel of our first-person perspective is thus explained. B
ut, in a certain sense, it is 

personhood that now
 em

erges as the prim
ary, culture-driven achievem

ent; it is the 
sense of personhood that gives hum

an experience its special character. 
Y

et there seem
s to be a tension in D

ennett's position here. For, o
n

 the one 
hand, D

ennett w
ants to claim

 that the fans of m
ysterious qualia are "inflating dif- 

ferences in degree [of richness, control, etc.] into im
aginary differences in k

in
d

 
(D

ennett, 1997, p. 419). B
ut he also w

ants to claim
 that hum

ans really are differ- 
ent, courtesy of the culture-dependent user-illusion. 

In order to be conscious-in 
order to be the sort of thing it is like som

ething to be- 
it is necessary to have a certain sort of inform

ational organization . . . [one] that is 
sw

iftly achieved in one species, ours, and in no other. . . . M
y claim

 is not that other 
species lack our kind of self-consciousness. . . . I am

 claim
ing that w

hat m
ust be added 

to m
ere responsivity, m

ere discrim
ination, to count as consciousness at all is an orga- 

nization that is not ubiquitous am
ong sentient organism

s. (D
ennett, 1998, p. 347) 

I find it hard to
 reconcile this notion of an organizational dividing line am

ong 
species w

ith D
ennett's equally firm

 insistence that w
ithin the hum

an species the 
various phenom

ena of response and discrim
ination are different only in degree. 

F
or pretty clearly, som

e of those phenom
ena, such as the m

otor responses m
edi- 

ated largely by dorsal stream
 activity, are rooted in phylogenetically old pathw

ays 
that w

e share w
ith m

any other anim
als. A

 cleaner, and still D
ennettian, story m

ight, 
for exam

ple, have intentional states (beliefs, etc.) as ubiquitous, and differing only 
in richness of content and poise for control betw

een us and other anim
als, w

hile 
accepting that "our kind of consciousness" (w

hich now
 seem

s to be the only kind 
of real consciousness--see 

the above quote) is a special achievem
ent, w

ith dis- 
tinctive organizational roots. 

C
onsider next the very idea of the Z

om
bie. T

he Z
om

bie is 

M
olecule for m

olecule identical to m
e, and identical in all the low

-level properties pos- 
tulated by a com

pleted physics, but he lacks conscious [phenom
enal] experience en- 

tirely . . . he is em
bedded in an identical environm

ent . . . he w
ill be processing the 

sam
e sort of inform

ation, reacting in a sim
ilar w

ay to inputs . . . he w
ill be aw

ake, able 
to report the contents of his internal states, able to focus attention in various places 
and so on. It is just that none of this functioning w

ill be accom
panied by any real con- 

scious experience. There w
ill be no phenom

enal feel. T
here is nothing it is like to be a 

Z
om

bie. (C
halm

ers, 1996, p. 9
5

) 
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T
he Z

om
bie, in short, is response identical, and inner processing identical, to 

you and m
e, but is (tragically? com

ically? im
possibly?) bereft of real phenom

eno- 
logical consciousness. T

he Z
om

bie says the bruises hurt and the chocolate tastes 
good, but there is no experience present. 

T
here are (as far as w

e know
) no Z

om
bies. Indeed, w

e w
ould never have cause 

to even suspect som
eone of being a Z

om
bie, since their responses and inner struc- 

ture are, by definition, the sam
e as those of a non-Z

om
bie. So w

ho cares? W
hy tell 

the story? T
he story m

atters to those (like C
halm

ers) w
ho seek to sever any non- 

contingent connection betw
een physical facts and facts about phenom

enal content. 
A

 contingent connection is one that just happens to hold, but that could have been 
otherw

ise. In C
halm

ers' view
, no am

ount of physical, functional, o
r inform

ation- 
processing-based story-telling can explain w

hy w
e have experiences, or w

hy they 
have the specific felt characters they do. A

nd one argum
ent, or consideration, in 

support of this is the logical possibility of Z
om

bies. For if you could-in 
princi- 

ple-satisfy 
the physical story yet lack phenom

enal consciousness, then the phys- 
ical story cannot determ

ine, f
~

,
 

o
r explain the phenom

enal dim
ension. 

A
re Z

om
bies logically possible? It doubtless depends on the logic! T

here is, as 
C

halm
ers rightly insists, no obvious contradiction in the very idea. B

ut I am
 not 

convinced that that fact alone m
akes the possibility genuinely conceivable. M

y ow
n 

view
, w

hich I w
ill not pursue here, is that the actual facts about the particular "pos- 

sible w
orld" w

e inhabit set lim
its to the set of w

orlds of w
hich w

e can genuinely 
conceive: lim

its m
uch narrow

er than those set by the sim
ple, alm

ost gram
m

atical, 
facts of noncontradiction. 

B
ut let us leave the technicalia aside. T

he deep problem
 w

ith Z
om

bies is surely 
tw

o-fold. First, they are by definition unrecognizable by any m
eans short of "in- 

side know
ledge," and this offends against the (to m

y m
ind) innocent verification- 

ism
 that insists that real differences should be in principle detectable by com

m
u- 

nally agreed m
eans. Second, even C

halm
ers adm

its that "it is unlikely that Z
om

bies 
are naturally possible. In the real w

orld, it is likely that any replica of m
e w

ould be 
conscious" (C

halm
ers, 1996, p. 96). B

ut if, in the actual w
orld, the links betw

een 
the physical and the phenom

enological facts can be this w
atertight, it is unclear 

w
hy a full appreciation of the nature and origin of those links w

ould not am
ount 

to a full understanding (for our actual-w
orld purposes) of phenom

enological con- 
sciousness itself. O

f course, the m
ere uncovering of a few

 isolated neural correlates 
of conscious experience cannot give us that w

arm
 glow

 of deep explanatory un- 
derstanding. B

ut w
hat if w

e uncover a w
hole system

, traceable som
e w

ay dow
n the 

phylogenetic tree? W
hat if w

e begin to
 see how

 certain tw
eaks and dam

age w
ill sys- 

tem
atically repair or cause certain experiential distortions? Such a body of know

l- 
edge, once it becam

e fam
iliar and w

idely tested in use, w
ould surely com

e to seem
 

like a deep explanatory understanding of the physical/phenom
enological nexus. If 

C
halm

ers then says "A
h w

ell, you've cracked it for the actual w
orld, but your the- 

ory is incom
plete because it fails to account for all logically possible \vorlds," then 

C
onsciousness an
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scientists w
ill be (properly) puzzled. In any w

orld that the scientist can richly con- 
ceive, the sam

e links w
ill hold. T

he other w
orlds w

ill seem
 thin, "gram

m
atical fic- 

tions," w
hose genuine conceivability is now

 open to serious doubt. 
T

hese are com
plicated issues, and I cannot go m

uch further here. [F
or addi- 

tional discussion, see D
ennett (1994, pp. 518-519, 

537-541); 
for a defense, see 

L
evine (1994).] B

ut I am
 convinced of this m

uch: w
hatever the conceptual niceties, 

the questions about phenom
enal-consciousness are too im

portant to be tied to in- 
secure and ill-regulated intuitions concerning w

hat is and is not "conceivable." 
T

here just has to be a better w
ay to proceed. 

C
halrners' ow

n response to the puzzle is to treat phenom
enal experience as 

fundam
ental. T

hat is to say, to accept that it cannot ultim
ately be explained and 

to w
ork instead o

n
 understanding the shape of the w

eb of correlations that links 
physical facts to experiential ones. Just as "nothing in physics tells us w

hy there is 
m

atter in the first place" (C
halm

ers, 1997a, p. 20), so nothing w
ill tell us w

hy there 
is consciousness in the physical w

orld. B
ut that does not stop us seeking correla- 

tions of the kind m
entioned earlier in the chapter. M

ore radically, C
halm

ers sug- 
gests that w

e m
ight need to recognize a kind of fundam

ental "double aspect" to 
physical states that carry inform

ation, w
ith the result that w

here there is inform
a- 

tion there is alw
ays som

e degree of phenom
enal content (C

halm
ers, 1997a, pp. 

26-28). 
Such a proposal, how

ever, strikes m
e as prem

ature. For, as C
halm

ers adm
its, 

to treat phenom
enal content as fundam

ental is to give u
p

 o
n

 the search for a gen- 
uine reductive explanation. Y

et the prim
a facie distribution of phenom

enal expe- 
rience in the universe strongly suggests that it is a feature caused by fairly com

plex 
organizational properties, and found only in restricted pockets of highly ordered 
m

atter, rather than a fundam
ental and hence m

ore "evenly spread" (C
halm

ers, 
1997a, p. 27) property. If the Z

om
bie argum

ent fails, w
e have no special reason to 

think that such an organization-based story is im
possible. H

ence (again, if the 
Z

om
bie argum

ent fails) it is prem
ature pessim

ism
 to depict experience as sim

ply 
a brute fact. 

A
 different (but equally prem

ature) kind of pessim
ism

 is suggested by the 
philosopher C

olin M
cG

inn (1989) and the cognitive scientist Steven Pinker (1997), 
w

ho think that hum
an brains m

ay be congenitally unable to penetrate (m
ay be 

cognitively closed w
ith respect to) the m

ystery ofphenom
enal consciousness. G

iven 
the kinds of relationships and causal chains that hum

an brains evolved to com
- 

prehend, they argue, w
e m

ay have no m
ore chance of understanding conscious- 

ness than a ham
ster has of understanding quantum

 m
echanics. 

M
ight w

e thus be perm
anently blinkered? I don't see w

hy w
e should think so 

just yet. H
um

an brains, unlike the brains of rodents, reap the incalculable benefits 
of language, culture, and technology (see C

hapter 8
). W

e distribute subtasks, across 
tim

e and space, preserve interm
ediate results, and create all m

anner of tools, props, 
and scaffolding to

 help us along the w
ay. It is not obvious w

hat ultim
ately lim

its 
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the cognitive horizons of such inveterate m
ind-expanders, nor w

hy the problem
 

of consciousness should lie on one side of any such (p
tativ

e) divide rather than 
the other. 

Finally, w
hat about representationalism

: the thesis that the phenom
enal facts 

are exhausted by the representational facts? T
his story appeals strongly to the philo- 

sophical com
m

unity. T
he reason, I think, is that issues concerning content are a 

philosophical staple, and it is reassuring to
 think that som

ething as apparently ex- 
otic as phenom

enal consciousness m
ight be reduced to facts about fam

iliar kinds 
of content. It is reassuring, but is it true? C

learly, it is too soon to say. B
ut there 

are certainly grounds for doubt. 
T

he m
ost basic w

orry concerns cases in w
hich it is far from

 obvious w
hat the 

representational content could be. M
aybe a pain in the foot is, in a sense, about 

current or im
pending tissue dam

age (D
retske, 1995; T

ye, 1997). B
ut a feeling of 

generalized unease? A
n endogenous depression? A

n orgasm
? In all these cases, w

e 
seem

 to have feelings w
ithout any clear representational content or role. [O

ne coun- 
term

ove here is to depict such contents as "nonconceptual," hence only im
per- 

fectly pointed to via linguistic expressions (see T
ye, 1997, p. 333).] 

A
nother w

orry concerns the apparent insuficiency of representational content. 
If w

e allow
 (as w

e surely should) that som
e representational states have no phe- 

nom
enological dim

ension, then w
hy suppose it is the representational content and 

not the m
issing "extra ingredient" that is m

aking the other states phenom
enolog- 

ically conscious? E
ven if representational content is part of the story, it does not 

look like the w
hole thing. 

Second-order representationalism
 (also know

n as "higher order thought the- 
ory") m

ay look like a better bet here. F
or the idea here is to identify the "m

issing 
ingredient" as an extra layer of thought. Phenom

enally conscious contents, on this 
account, occur w

hen w
e represent our ow

n representings: w
hen w

e represent our- 
selves to ourselves as having a thought about the sunset, or about the taste of the 
cocktail. T

he im
m

ediate w
orry about the higher order approach is that it seem

s to 
tie phenom

enal consciousness to the presence of rather advanced m
eta-cognitive 

capacities. T
hinking about your thoughts is, on the face of it at least, som

ething 
that m

ost anim
als and young infants are probably unable to do. So the fans of 

higher order thought theory m
ust m

ake a hard call. E
ither bite the bullet, and sug- 

gest that therefore "alm
ost all species of anim

al w
ill lack conscious experiences" 

(C
arruthers, 1996, p. 222), or find som

e w
ay of understanding the notion of higher 

order thought that m
akes it a m

ore plausibly w
idespread phenom

ena. D
ennett 

(w
hose 1991 story about the "user-illusion" com

m
its him

, I think, to a rather so- 
phisticated form

 of higher order thought theory) bites the bullet and deem
s it un- 

likely that other anim
als enjoy states that count as phenom

enally conscious at all 
(see, e.g., D

ennett, 1998, p. 347), w
hereas theorists such as L

ycan (1997) and A
rm

- 
strong (1997) try to sw

eeten the pill by m
aking the higher order states less ratio- 

nalistic, and m
ore like an inner perception of ongoing m

ental activity (this dis- 
tinction, how

ever, m
ay be less clear than it seem

s (see G
iizeldere, 1997)). 
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A
t the end of the day, the real m

ystery, it seem
s to m

e, is this: Is there a "hard 
problem

" of consciousness or isn't there? Is there som
ething special about phe- 

nom
enal consciousness that places it outside the reach of current sc~

entific ap- 
proaches (as C

halm
ers and others believe), or is it just a m

atter of explaining a pat- 
tern of responsiveness and report (as D

ennett and others suggest)? T
he m

eta-hard 
problem

, then, is how
 to decide betw

een these options. T
he reason this is difficult 

is, essentially, because (as w
e saw

) the zom
bie thought experim

ent-the 
crucial 

point in C
halm

ers' argum
ent-is 

itself every bit as problem
atic as the topic on 

w
hich it is m

eant to cast light! 
G

iven the im
passe, I think w

e need to explore som
e alternative w

ays of think- 
ing. O

ne approach, w
hich has m

uch to recom
m

end it, is to investigate w
hat Price 

(1997) calls the "psychology of the hard problem
." T

he idea 1s to accept that there 
seem

s to be a special problem
 about explaining phenom

enal aw
areness, but to try 

to explain this appearance as a result not of logical, ontological, or m
etaphysical 

differences, but as a kind of epistem
ic illusion rooted in our psychological m

ake- 
up. T

his is to appeal, in essence, to the sam
e kinds of facts (concerning our basic 

experiences of successful explanation, etc.) as do the proponents of "cognitive clo- 
sure." B

ut w
hereas they believe that the psychological dim

ension blocks our ca- 
pacity to find the right explanation, Price argues that the effect is to m

ake us un- 
satisfied w

ith perfectly good explanations even w
hen they are staring us in the face. 

S
uch a story w

ould "psychologize" the hard problem
 and explain w

hy w
e are so 

strongly tem
pted (despite the efforts of D

ennett and others) to see an intractable 
divide w

here there is really (so this story goes) just one m
ore scientific question, 

like any other. 
Price begins by asking w

hy w
e don't find "explanatory gaps" and "hard prob- 

lem
s" all around. W

hat is it that som
etim

es "allow
s us to w

alk aw
ay from

 a prob- 
lem

 . . . w
ith a sm

ile on our face and a w
arm

 glow
 in our hearts feeling 'Y

es, I un- 
derstand that now

"' 
(P

rice, 1997, p. 84). 
T

his feeling of understanding is, w
hen you look at things closely, rather a sur- 

prise. For as H
um

e (1740) and others have argued, all w
e ever seem

 to find is ro- 
bust conjunction (x

 reliably follow
s y) and not som

e kind of intrinsic, transparent 
connection. E

ven allow
ing (see M

ackie, 1974) that w
e need to find counterfactu- 

ally robust conjunctions, so as to avoid m
istaking accidental regularities for causes, 

there rem
ains a sense in w

hich causation itself seem
s alw

ays elusive. P
erhaps all w

e 
ever understand is that certain types of events are reliably (robustly, counterfactu- 
ally) correlated (see also P

opper, 1980). 
B

ut if (deep, robust, counterfactually sound, system
atically structured) corre- 

lation is all w
e ever find, w

hy does the "explanatory gap" look so daunting in the 
case of explaining phenom

enal consciousness? If there is alw
ays a gap, bridged only 

by deep, robust, counterfactually sound, system
atically structured correlation, then 

w
e should expect to explain consciousness exactly as w

e explain anything else, by 
(in this case) unearthing a system

 of neural or organizational correlates for differ- 
ent aspects of phenom

enal aw
areness. 
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T
he difference, Price suggests (and here he follow

s R
osch, 1994) is m

erely psy- 
chological. T

he "w
arm

 glow
 of explanatory understanding" is the result of a piece 

of self-deception in w
hich w

e hallucinate an outcom
e as "already contained in [its] 

grounds" (Price, 1997, p. 87). (T
hink of those old em

bryological stories--quite 
false, of c

o
u

rse
in

 w
hich the adult form

 w
as stored in m

iniature in the fertilized 
egg.) T

he problem
, in the case of phenom

enal consciousness, is that our usual tricks 
for "seeing" the outcom

e in the cause d
o

 not w
ork here. B

ut this is just a psycho- 
logical hurdle (not a logical, ontological, or m

etaphysical one). 
Follow

ing R
osch, Price lists four w

ays in w
hich w

e can fool ourselves into see- 
ing effects as transparently contained in their causes. First, by "seeing" the trans- 
fer of a property from

 ground to outcom
e, as w

hen w
e see one billiard ball hit an- 

other and "im
part" its m

otion. Second, from
 w

ithin, by seeing our actions as effects 
of our intentions. T

hird, by seeing the outcom
e as an "acceptable" transform

ation 
of its cause (the kitten turns into a cat). L

astly, by seeing the outcom
e as generic 

to the category of the cause (acids cause burning). Perhaps w
e use other tricks, too; 

these four need not be exhaustive. T
he point is, it is hard to see the relation be- 

tw
een phenom

enal consciousness and its physical grounds in any of these w
ays. It 

is, in a sense, a sui generis case--one "unlike anything else in our experience" (Price, 
1997, p. 91). 

T
he psychological tricks are, how

ever, just that: tricks. T
he fact that a cause- 

effect relation is sim
ilar to one w

e are already com
fortable w

ith, or the fact that w
e 

can hallucinate the effect as already present in the cause, goes no w
ay at all tow

ard 
m

aking the actual relation ontologically, m
etaphysically, or even (genuinely) log- 

ically transparent. T
he m

oral is that, w
hen w

e first encounter or try to explain new
 

kinds of things, w
e should not expect any w

arm
 glow

 of explanatory understand- 
ing-not 

even if w
e are getting the (robust, counterfactual, etc.) correlations just 

right. Price thus argues that phenom
enal consciousness m

ay present a case like m
od- 

ern physics, w
here it takes tim

e and fam
iliarity for accounts initially seen as tech- 

nically adept but explanatorily unsatisfying to becom
e accepted as genuine expla- 

nations. O
ur intuitive sense of understanding, he concludes, is a poor guide to our 

real progress. 
In reply to Price, C

halm
ers (1997b, pp. 394-395) 

concedes that explanatory 
gaps alw

ays lurk at the bottom
 of causal stories, but claim

s that this is exactly his 
point: that the gap, in all cases, is "due to som

e contingency in the connecting prin- 
ciples, because of underlying brutally contingent fundam

ental law
s, w

hich is of 
course just w

hat I suggest. W
e have here an inter-level relationship that could have 

been othm
vise" (C

halm
ers, 1997b, 395). Such gaps do not intervene, he argues, in 

all cases. For som
etim

es (he cites the relation betw
een statistical m

echanics and 
therm

odynam
ics) high-level facts are necessitated by the low

-level ones. It is w
hen 

necessitation fails, that gaps arise. C
halm

ers' reply, in short, is that Price's story ac- 
tually supports C

halm
ers' ow

n view
 rather than underm

ining it. 

C
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I rem
ain, how

ever, unconvinced. If, as C
halm

ers allow
s (1997b, p. 394) w

e can 
give a physically based story about phenom

enal consciousness that is exactly as ad- 
equate, ultim

ately, as our account of w
hy pressing the rem

ote control causes the 
W

 to com
e on, then surely the "hard problem

" is indeed a kind of cognitive illu- 
sion. In both cases, as C

halm
ers adm

its, the trouble com
es at the very end, w

hen 
w

e unpack all the higher level regularities and ask w
hy the m

ost fundam
ental un- 

derlying principles hold. H
ere, to be briefly W

ittgensteinlan, our explanatory ex- 
cavations end and the spade is turned. B

ut so w
hat? W

e don't let fear of "rem
ote 

control zom
bies" (devices just like our T

V
 rem

otes but that fail to cause the chan- 
nels to change in alternative, logically possible universes) shake our faith in the 
electrom

agnetic fram
ew

ork as fully explanatory of the operation of the actual, real- 
w

orld device. Instead, w
e understand the device w

hen w
e understand how

 such- 
and-such an organization (in a w

orld subject to the fundam
ental law

s of physics) 
yields the pattern of effects w

e seek to explain. I am
 not yet persuaded that ex- 

plaining phenom
enal c

o
n

s
c
io

u
s
n

e
s
s
 presents any fundam

entally different kind of 
problem

. So is there really a hard problem
 of phenom

enal consciousness? T
his 

m
eta-hard problem

 m
ay yet prove the hardest and m

ost im
portant of them

 all. 
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